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Introduction

Claude Shannon (1) formulated the Mathematical Theory of Communication over
twenty years ago. Since then ils' name has been changed to Information Theory and
has been applied to a number of other fields. The late H. Quastler (2) applied it
to molecular orgaunization and evolution. Several psychologists (3,4,5) then
applied the theorems to the study of learning behavior. Some recent work (6,7) has
been done on the information processed in learning experiences. G. .. Miller (8)
used it to establish that humans, operating under certain conditions, can remember!
seven, plus or minus two, items placed in a series. Other researchers (9,10,11)
have used the theorems in the study of language. Lecuwenberg (129 and Garner (13)
have receuntly tried to interpret picture structure aﬁd richness with information
theoretic wmeasures. BEventually, some theoreticilans (14,15,16,17) attempted to
incorporate Information Theory into a memory model. Their attempts unfortunately,
did not test the validity of the models with experiments on human behavior.

Hsia (18) wes the one researcher who attempted to explain visual and auditory inputs
and mental processes by information measures, His attempt was confusing hescause he
did not adequately define the information theoretic measures and explain how they
functionad in cognitive processes.

There is still some hope that Information Theory is a body of knowledge which
can describe cognition and can interpret how the human memory functions in processing
tasks. The relationship of interpretative values for the use of Information Theory
has been elusive. Tt is claimed that J. Piaget (19) believes Information Theory
may provide a means for interpreting child development. Deutsch (20) recently
reported that tonal sounds are logarithmically arranged in the human memory.

Trehub (21) has found that visual representations are treated as a TFourier series
in the brain. The information theoretic measures are based upon the numerical
foundations of Fourier series and base two logarithms.
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The author, beinz a cyberneticist, »elieves Information Theory has a logic
system which, when intarpreted in a particular -amer, does serve as a means for
explaining human memory and its functions. The task 1s one of interpreting theorems
and ol constructing theorems which enable an exhaustive correspondence of them with
the "known' processes of the human memory. These processes are related to cognition
and the hehavior of man in an environment. The model of a memory needs to take into
account how man moves "through' the enviromment, how the memory responds or reacts
to perceptions, and how model components interact with each other in enabling an
interpretation of those human behaviors. .4n information theoretic kind of model is
more difficult to understand than qualitative models because all the information
being processed in memory actions are numerically labelled. However, it is probably
the appropriate model approach because behaviors seem to be discrete, are variety
distinguishable, and inveolve numerical considerations,

This report should be regarded as an interim one because, as it will be seen
by the reader, there are some refinements and additional definitions which need to
be done.

The memory model described in this report is quite complicated. The verbal
description is in a systems kind of presentatioun. This may seem confusing to the
reader. However, it seems to be the best way for the description to be comprehended
by the reader.

Purpose of the Problem

The problem was to determine the applicability of a memory model, based upon
Information Theory, to the observed behaviors of humans engaged in processing
cognitive tasks. The model was developed by studying the meanings of Information
Theory principles and interpreting psychological studies of behavior which did or
did not use information measures. The outcome was the deriving of new information

measures and testing how they facilitated the interpreting of human behavior.




The memory mocel was completed in 1971. Twenty-two experimants have been
ussd for criterion tests in the past year. Thirteen ol the experiments are repcrted
for illustrating the model, for relating itsiapplicabiiity to huaan processing of
cognitive tasis. In each data treatment we have carried out tests of the
similarities of data and the roles of those data in interpreting the »ehaviors of
humans.

e have concluded that human behavior possesses observable patterns which are
Markovian. The conclusion was reported jin a paper at the 1971 FARST conference (22).
Four sets of data have heen computer-treated, tested and Tcund to e larlkovian
since the presentation.

Tt has been an issue that behavior data are ilarkovian as a consequence of

their having bean coded. The obszrved hehaviors are coded using a medified

i

varekh Category Systom (23), the Gallagher-ischner System (2L), or by a noun-pronoun
term analysis system which was devised at the University of Pittsburgh. The codes
are placed in a matrix which relates consecutive codes to each other. We have also
studied behaviors which were not coded. These were experiments for studying how
humans solve two dif erent kinds of electric circuit problems. The electrical
connection events werc also placed in matrices. (ne of these studles was reported
by RB. Telen and G. Loser (25) at the 1971 NARST confercnce. The major finding was
that both observation treatments of human actlons obtained information values which
were very similar, This finding has prompted 2 question of whether or not either
the observational means wore "reading" the behaviors of humans and whether or not
such observed behaviors were in some way interpretable as being cognitive hehaviors,
The second aspeclt of the problem was to test each of nine primary and nine
secondary information theoretic measures feor relatedness to each other and to
external variables. The former was to determine how each measure interacts within
1the qnemory model. The second phase was to test how model components were related to
<
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ognitive and conceptual measurements of human leoarning bchavior.

Th: primary rationale of Information Theory is the quantilying of ths ‘uncertain-
ty of communication elements, or observed human actions or hehaviors. The term
nncertainty is taken literally and is regarded as indormation which measures the
freedom of a human to process a task. Uncertainty does not quartily any one event or
action but rather the "evenness" of the structure of a set of events or actiouns
executed in a tasik. The reader is urged to keep this in mind when he reads the
subsequent treatments and findings.

Procedure

Thirtesn studies and experiments were used Lo tost the medel, The descriptions
of these are in appendix I. They inveolved children, beginning at six years, and
adults from twec universities. The experiments were designed to vary modalities,
tas conditions, and kinds of cognitive tasks. The modalities included verbal
behaviors, speaking ard writing kinds of messages, and nonverbal actions such as the
wiring of electric circuits. The task conditions included students doing science
investigations in laboratory and non-laboratory settings (experlments 3 and lB)n§
children interpreting science phenomena in a "Piagetian" setting, (experiment L),
site-testing of pecople solving two kinds of electric circuit problems (experiments
2 and 12), in individual test situations, and lessons Yeing taught in science class-
rooms (experiment 1). The cognitive tasks were of the problem solving, recognition,
and immediate and delayed recall types.

The data for each set of observations of hunans in each experiment were treated
in the same wauner. This involved treatments of 277 differsut sets ol data. There
were often subsets of data becausc some sets were treated with interaction codes,
term analysis, and as non-verbal actilons. .n explanation of this is that set and
subset treatments cach involved obtaining 18 information measure values. If a

Parakh-modified analysis of monogram, digram and trigram codes was done, there

The experimonts are numerically coded to correspond with table entries and with

[: l(}sc iptions in JAppendix I.
T PP 7 th
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would be three subscts; witih cach one being done to obtain information measurs
valucs. The series of experiments had a total of L56 treatment sets and Suhééts.
The 18 information measures were calculated to determine the memoryful cendition of
the observed behaviors. Then another 11 information measures werc calculated to
dotermine behavior values in the memoryless condition.

Some cyberneticists regard an information measure value as analogous to a mean
value. .An information measure value does describe any one of the observed behaviors
which was evidenced in a human processing a task. The study involvad recording
L1,935 verbal behaviors and 5,5L9 non-verbal behaviors. The information measure
values were regarded as measuring the specified kind of inforumation for any one event
or action, and which was of a behavior executed by the individual who was beilng
observed in an expsriment. To put it another way, a particular measure is of the
kind of information which describes any onc of the actions made by the human being
studicd. The kinds of information measures and their meanings in the memory model
ara presentod later.

A set of codes or events (non-verbal) was placed in a matrix so it could be
used to determine information measure values, Several sets of data matrices from
four experiments were treated on an IBM/650 computer. This treatment was done for
the test of Markovicity., However, the cost of computer treatments became prohibitivce
A study was then conducted for finding the numerical relationships of information
measures to a Marlkovian Chain. It was found that the H(x, measure was equal to the
Hy(y) measure at steady state. The difference between these measures is CODE or
transinformation (26), and it approaches a zero value at steady state. However,
steady state is only real in theory (27) and is not coupletely obtainable on a
computer. .s a square matrix (of say 30 x 30) is product-treated to higher powers,
the i j row transition probabilities lose unity sums. This is due to a rounding-off

of seven place decimal fractions. A numerical operation was constructed by which a
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memoryful matrix ol date could be trcated to obtain its steady state level. The
CODE remaining when the steady state, memoryless, condition was obtained was then
measured. The saue computer-treated matrices were compared with the numerically
operated calculations for steady state., It was found that the information measures
of dependcnce did not differ from computer-obtained steady state matrix values by
more than 00,174 to 1.,76%. The operation rationale is based on the structural naturc
of a Markovian chain in an indecomposable condition and its exponential decay
properties (27). The reader should keep in mind this derivation of information
measure values and the treatment operations, because it has bearing on the
"dependence strength' measure found in the description of the memory model. The
implication will be cstablished that a steady state cognitive processor is memory-
less because cchoercnce has gone to zero. It will be shown that intelligence is
related to the memoryless condition or long term memory store components, and that
information of a perception kind may still exist in such a condition.

Results

Preliminary Analysis

The human memory model described in this paper is very complicated. The
complexity is acceptable to us because man's efforts to study cognitive processes
of humans is recognized as being an historically insurmountable problem. The
information measurcs which are used to describe memory processes and components
involve complex numerical operations. These operations are, in fact, too involved
to be described in this paper. The author is the prinicpal inventor for a
patent (Mo, 3,611,313) which embodies these operations.

Considering thes. conditions for the proposed memory modcl, two approaches for
describing it are‘hereiﬁ presented. Appendix IT contains a glossary of informatlon

theoretic terms. The sccond approach is a preseutation of a simplified deseription
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(figure I) of the model and an over-simplified narrative of the components, and

their actions, in the memory model. The reador is advised to carefully study cither
approach before procceding to the [indings. The rcason for this advice is that the
findings present corollaries of processes and processing-pathway differcunces used to
accomodate behavioral and cognitive conditions found to ensue in the memory flow of
information.
Narrative

The human is in an environmental sctting. He (sic) perceives an array ol rcal
world objects. .. series of H(x)® messages cnter the short torm memory store (STM) .
The messages are going to be 'scanned" by an Hy(x)a unit which is "passaged" to the
long term memory store (LTM)*, and where there is obtained'a "groas’ match of a
"recognizer" for the ilnput H(zx)®, The Hy(x)? uult "returns" to vhe STM and "scans"
the H(x)® messago. This is done by interacting with a releascd Hy(y)® message. The
purpose is for a multi~level (3 1ovels) decision-making process. The H{x)a will be

(1) allowed to decay bocause there is no "match" in the scannine process. The

message will be filtered to obtain a CODE® signal for transmission to ths LI (2)
or to the ST (3) for another pathway flow treatmeut.

A filtering process occurs to form a CODE? signal. The CODE2 signal is a
nehunk" (8) which is transmitted to the LTM for the retricval of "new" informational
contont. The "now" content is LTM-SS2 and is match-registered for 'passage on an
output pathway. The match register secens to be an assimilative process which is
used to obtain a REAL® message, and involves some kind of combination of CODE2 and

LTM-852.

Denotcs 1nf0rmatlcn measure in the narratlve,

#The underlined STM or LTM "symbols" are used in this paper as abbreviations of
short term memory store and long term memory store.
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The CODZ? signal is used to "chunk" messages in the ST for an output of

jufermation messages. The “chunk" is an interaction of ILTM-M? and the end-product
is of a froedback interaction with an LTM value called LTM-SS2, The result is a
RSAL-M® which is the uscful information to be output as a message.

The output, H{y)%, is 'noisy" when it rcaches the external world :ecause of
spurlousness opurating through the output sensory system. The NOISE2 in the
information processing channel is duc to STM holding or *o the lack of proper
matches in LTM rctrleval processing. The NOIS3® in the x message 1s usually lower

than the NOIS.:2 in the y message in the STM or memoryful condition, The NOISZ® is

(in a scquence) when there is a scarch for a 'mow'" message in the LTM memory file.
The H(x,y)® unit in the STHM "holds" proximity messages of x and y. Tho H(x,y)2
in the LTH is equal to the CODE® signal in the memoryless condition. This is an
LT rehearsal process of a comparator mechanism for the match-~registeor operation in
the LTM.
The proximity relationships of messages in the STM are a Tunction of the

CODE® signal. Some messages arc of the attending behavior and most copp?

signals
for it are "destined" for an STM pathway treatment. In the casc of monologues, the
strength of depcndence® is low. When informationgl content is Leing treated the
stroength of dependence® increases so that the relative CODE? signal value is greater
because the signal is being transmitted to the LTM.

Various ratic factors are flowing in the memory channels. These are of the

H(x)®, H.(y)2, coDE®, REAL®, and LTM®. They arc information levels for "match"
=\ Y ¥
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Fin@ing;@l

The structure of an input message contains components which identify attentional

behav1®r, tﬁe semantic nature of the _message, and its' 1nformatlona1 content.

The criterion measurcs are the strength of dependence between mossages, the
useful information (& RZAL), and the error correction information factor (HY(T)/H(X)
Ixporiment one shows the last two criterion measures (sec Appendix V). The

error corrcction factor decreascs as the structure of a message inereases. In an
ongoing input flow, the human identifics who spoke (monogram), whether it was
question or statemeut inflection (digram), and what was the informational content
(trigram). .s the perceptional focus oparates, the incoming m;ssage "obliterates" th
uncertainty of the message beilng received,((Hy(x)/H(x)). The decrease of "noise"
approximates a geometric function (.177,.095,.0L6 bits per input bit). This is
probably of a phasc space structure. The useful information (REZAL) in a transmission
channcl is inversoly related to the #noise" in a channcl. Therefore, as the above-
stated '"moisz! dccreasés in the increased structure of the incoming message, the

REAL information nermally increases (.U56,,6L8, and .583 bitsper bit of sharcd
information).

The strength of dependence between messages is a function of the content
completedness of an incoming message and of the attentional behavior for the
message. The atrength of dependence increases from monogram codes, digram, and tri-
gram codes (usually from an Mu through an M256 power), Thus, as the attentional
bechavior "oporates', the human cxecutes a connectedness of the time-framed input of
the discrete mecssage components.

Additional evidence for the role of attentional behavior is scen in the data
of experiment four (seé Appendix I). Children aged 6,8,10, and 12 years were sach
placed in a room with an adult. The children were shown science objects, such as a
radiomcter, and asked to interpret it. Their messages were coded by the modificd-
Parakh category system (23)., The amount of error correction information per bit of

EKC 42
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input information was calculated For the messages (se. ippendix V). The eight and
ten year old children proccesscd less crror correction information at every gram-
massage level (monogram,digram,and trigram) than was done by the six ard twelve
year old children. They processed onc-fifth, 0.1038 bit, as much error correction
information at the trigram level. They had only 0,5862 bit aw the monogram level,
as comparcd to 0,712 bit and 0.7L61 bit for the six and twelve year olds. It was
concluded that cight and ten yecar old children had an attentional behavior which was
greater than the other two age groups engaged in interpreting concrete objects. It
is possible the data indicate Piagetian maturational levels of children. This
possibility is boing studied in two experiments. These arc of individuals and of
groups of children from grades one through six. They arc giving interpretations of
the radiometer and of the ball-and-boat, or flotaticn principle.

Other evidence of the fractional structure of cognitive messages can be secn
in cxperiment three which describes the dialogue of four tenth grade children who
solved an abstract problem about an illness. (see Appendix I for a description,)
Those data were coded in trigrams and in terms, and it was found that the two kinds
of codes varied as to the lesser and greater amounts of error correction informatlon
being processed in topic trecatments. By listening to the dialeogue one can discern
the reason for the diffcerences. The degree of concept difficulty in the sentences
spoken by the children corresponded to the level of information measure in term
codeS,
Finding:02

The code sinnal ratio is a function of tho interaction of the kind of task bg ing
pTOCCSSud and the degrec of the match botween input information, and of lonp tor
memory error corr;ctlon ‘scanning.

The filter mechanism in the short term memory store is used to form a CODZ
signal. The signal scrves as a template which enables the forming of an output

message. The nature of the signal product, how the signal is due to an lonteraction
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betwecn incoaing information units and its "reccoznition! for being related to stored
information was cxplalned in the menory model d&scriptioﬁ (page 7 ). The code
signal ratio is interpreted as the size of the CODE signal information unit as
compared teo the input information unit; which is H(x). A ratio of .50 means thcre
wes one-half bit CODE signal formed for every bit H(x) input. The findings of code
signal ratios for cleven cxperiments are listed in Appoendix IIT,

The signal ratio was found te ba a descriptor for the task being processcd.
Problem-solving tasks ususlly have a smaller magnitude of code signal ratios for
cach message. (Zxperiments 6,8,11,12,13). Recall tasks (exporiments 7,9,11) arc
usually processed with larger code signal ratios. PFrec recall tasks have larger
ratios than constraining rccall tasks. Dialogucs (experiments 1 and L) usually
consist of recall type tasks but vary as to the structurc of messages bheing formed.
For cxample, classroom diaiogues (experiment one) have decreasing code ratios as
the messaze structure is completed. 0On the other hand, a child heing interviewed
by an adult as he intorprets a science object (experiment four), enzages a problem-
solving wmode. In this case, the ratio increases as the structure o the message is

being completed, Comment: the reader should note that digram codes of 8-10 year

0lds had a code signal ratio of 0,188L bit and an error correction factor of ,2209
bit (sce finding number L ) for incoming messages. 4 digran code is in the form of
either a question or statement. In finding one, we advanced the possibility that
the information measures were indicative of mental maturation levels.

The code signal ratlo which is processcd during problem-—solving tasks is also

related to the degree of success obtained in the task. Children who tried to solve

code signal ratios (ratios of 0.2835 to 0.3588 bit) than did children who did not
succecd {ratios of 0.2345 to 0.2522 bit). The same general finding is seen in

cxperiment twelve in which college undergraduates tried to solve parallel circuilt

ERIC 14
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and threc-way circuit problems. Those who succeeded processed a larger code signal
than was processced by the subjects who Tailcd to succced,

The same principle for interpreting code signal ratios is seen in recall -
préblém solving typc problems. iIxperiment thirtecen was of dialogues of groups of
four children who were treating seventh grade sciecnce investigations (see appendix I
for the description). These treatments were scored for the degrec of success the
groups had in answering thc questions in the investigations. Some of the children
were grouped to do the investigation in a laboratory sotting while othors did the
same one in an "isolated" sctting, or without the sciencc materials for dolng the
investigation, The code signal ratio was found to increasc as there was an increase
in the achievement score (sce experiment 13, dAppendix VI for average Scorcs).

Thare is some cvidence that the code signal ratio is related to learning. The
subjects in experiment twelve were undergraduates who tried to solve electric
circuit problems. If they failed to solve the 3-way circuit problem, they were
given a ten-minute traininz. Ten subjects succecoedaed in &%ing the preoblem after
training. Prior to the training each action processed a CODE of 00,2033 bit for
cach input wmessagc, H(x). The post-—training actions proccssed a ratio of .03866
code signal per input wcssage. On examining (see appendix III) the change of ~
signal ratios, it was found that failure actions had increascd process levels for
evory group which received training. The implication is that CODE signal ratios
incroase as lecarning occurs, and that the incrcase must reach a threshold level for
meaningful lcarning to be manifested. The reclationship of code signal ratio to
learning expericnces is also scen in the data of expceriment thirteoen (sce Appendix
VI). The achievement scorcs of science investigation groups were found to be

significantly correlated to scotiings for investigations and to the kind of topic

being investigated. The intorpretation was that children isolated from the
laboratory cxperiments and children who were involved in a difficult topic (concecrn-
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ing sccds and the tetrazolium test) procosscd code signal ratios positively
corrclated with the score they carncd. In bobh cases, the cognitive tasle required
of the children was lacking in completencess and demanded "cognitive strain'. Tt
could be inferred that the signal ratio beeame more corrcsponding to the input and

error correction as a mecans to "achieve'. The reasons Tfor the other groapings of

will bo discusscd later. Here it is sufiicient to say those groups had higher ccde
ratios and higher average achievement scores.

The CODE signal is transferred to the LTM, as pr@vioﬁsly mzntioned, and it
cnables a scarch for the retricval of stored information., In 1962, Landauer (28)
found that the approximatec maximum rate of transfor of information from the STM
to the LIM is three to seven items per second. The studies we have conducted
indicate that the CODE signal ranges from 0,02 to L.9 bits cvery four secconds. This
is an item ratc transfer of zero to 30 items every four scconds; at a maximum rate
of 7.5 items per sccond,

Finding:03

The strength of dependence between information messages scems bo be more related
tc the purccptual'codlng of the extcrnal world than to any correspcndence précLsscs
of storcd information,

The ovidonce for the possible role of the strength of dependence is shown in
Appendix VITII. It is not significantly related to achievement levels obtained by
groups of children investigating scicnce content (experiment thirteen). In fact,
the ereatest dependence (at Mlé) is when the students had morc information avail-
able to them from the toxt wmaterial or had concrete objects in the forms of
laboratory materials.

The same phenomenon occurs for the semantic structuring of messages. The

builds. That is, a monogram gets to steady state at M2 or M. The digram code
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reaches the memorylcss conditlon at Ml or M6 and the trigram rcaches the same
condition at Mié,Mggé, or M65:536, These data arc not rcported in the appendix
beecausc the study of dependence is still 1in progress.

However, therc is evidence as to how the strength of dependence is related to
other memory medel components (see Appendix VIII). The dependence biwecn mesSsages
increases as the noisc or spuriousness of the informational message incrcases. iAn
incroase in the dependence between the messages flowing in and out of the memory is
accompanicd by a decrcasc in the amounts of input and output information. This is
quite logical because rcdundancy of message relatedness also means a decrease in the
individusl discrcteness of those messages. That is, the "uncertainty" of independent
messages paradoxically decreascs as the adjacent messages have a greater strength of
dependence between them. This principle is related to the flow of useful information
in the memory model. It must be kept in mind that the model opcrates in units which
arc noisy and discretc, Thus, as the dependence strength increascs, the useful
information shared betwoeen consecutive messagoes decreases,

The strength of dependence factor is discussed again in finding four.
Finding:OL

Error correction information is a memory componcnt which coperates as a
comparator., The fuanction of the error correction “Information scrves a dual role in
The memoryful and mumorylcss conditions., In the former it controls The filtering
process for the formation of a CODE Signal. 1o tho mumcryluss condition, it
operatos as a 'match' process, THC error correction Tactor 1§ influenced by the
amount and content oi inpub information; tho pctcntlal Tor successrul Information

procossing 1S a Lunctlon of tnc range of Loierance oif the opuratlona] levels of the
comparator mechanism,

The crror corraction component of the wemory modcl is quite complicated., It
scems to serve as a connection butween the STHM and LTH stores. One pilece of
svidconce is that, in a momoryless condition, the valuc difference is usually an
inercasc which is cqual in bits of information to the decrcased amount of REAL or

useful information. Hercin is slso some cvidence of the feodback role of Hy(x).
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The Hy(x) measurc is probably not a major control factor in tho usc of STM
information production pathways. .ppendix V lists regression analysis rcsults for
a comparison of the H(x) and Hy(x) measurcs in elovan experiments. The analyses
woere donc to test the hypothesis that the input message 1s not directly corrected by
Hy(x) in the 8T1. It can be sceen that a2 memoryful Hy(x) was correlated with an H(x)
input mossage in only four of the eleven experiments. On the other hand, the
memoerylass Hy(x) was significantly correlatcd to the input information in ten of the
cleven cxperiments. Ixperirment six was the exception for having any corrclation and
it involvad a chained monologue on an abstract topic (see dppendix I). The slopes
(byx) for wemoryless condition error correction information increased in every
experiment, Notice that, excluding experiment six, the lower limit of Hy(x) was
0.7235 bit (experiment eight) end Hy(x) had an upper limit of 3.3539 bits; in the
conduct of attentional behavior in science lessons (axpoeriment one), However, in the
chained recall experiment, the Hy(x) value increased by only 0.L0l6 bit for cach
H(x) input bit of information. The intoerpretatlon may scenm spurious becausc the
coefficicnt of corrclation for the memoryless condition was not significant. How-
aver, the experiment had a msan Hy(x) of 2.67 bits, much lower than those obtained
by the same subjects in the other five cxperiments (numbers 7-10).

Another picec of evidence for the odduess of the information flow can be scen
in the rate of error correction infor.iation per input at the memoryful and memory-
1less levels. The cxperiment was deslgned to bgrfor a recall task and tc repeat an
carlicr experiment (experiment five), in which the same content was used to flow
through a chain of humans. However, experiment six data turned out to indicate it
was processcd by the people as a problem solving task. One could ask how a pre-
designed kind of task was unot trcated as that same kind of task by the subjects.

The experiment had two chains of five subjects who listened to a five minute
T?nologue of a colleaguc and then immediately "passed" it on to another person by
ERIC
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means of a wonologuc. The first subjects listocned to an audio-tape of the scurce
content., Oune of the sabjects who listened to the tape prescnted a monologue which
was attempted on a long torm memory basis. That human had a memoryful Hy(x) of only
0,0223 bit and a noise factor of only 0.006L4 bit per input. This was very low
comparcd to respective averages of 1.3996 bits of Hy(x) and .3576 bit for tha group
of subjects, 1In othor words this person tried to learn a vory abstract and foreign
passage of information. Then, on having failed to do so, output a wmonologuc which
was of term message repetitions (79.9% conditiornal rcdundancy compared to 52,2% for
the group average, soe JAppendix VIL ). The monologuc was thusly received as a

quite incoherent trecatment and was conscquently treated later as being a problem-
solving task, The subject discussed here also operated an STM in a rather odd manner.
The first link of the chain used an STM information LTM-ML of 0,3800 bit while the
thrcoe persons who followed in the chain had an LTM-ML value of 0.1709 to 0.1753 bit.
The LTM use of LTM-55 had values of 0.L695, 1.0983, 0,9521, 1.08L9 bit information,
from the beginning link through the subjects in the first four chain links. The
fifth and last chain person processed an LTM-M: of 0,086 and LTM-SS of 1.3637 bits.
Clearly, the first subject was opcerating with LL.73 percent of the LTM information
being formed in the STM. Look at Appendix IV , which shows the proportions of the
LTM processed in the STM. Notice that L5.3% of the LTM processed in the STM was dore
in a classificatiocn sorting experiment (11) whicl involved problem~-solving,recognitior
type tasks.

The foregoing interpretation is an analysis of how the error corrgction operator
rclates to the input messages (H(x)) in the memory model. We shall later show how
error correcction is related to the mental ability of humans (Finding:06). There is
a thrcshcldvlevel at which error correction begins to "correect" input H(x), informa-
tion. Wo devised a unique system to isolate the levels of variance which operated
?Qr the activation of the error correction unit., The results of the analysis arc

ERIC
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shown in Table I , The ay cocflicicnts For rogression analyses (from results shown
in Lppendix V) were uscd to determine the amount of input information which could
be iuput before the error correction unit became active. Then the "variancoe' of in-
put which could be crror-corrccted before the average information input level was
obtained in the memory. This system for analysis cnables an approximation of the
degree to which Hy(x) corresponded to the input information.

The analysis deviscd to study the error corrcction co..ponent is quite logical
when it is known that a memoryless condition has an error correction measure which,
when the slopc of error channel region of Hy(x):H(x) is calculated, opcrates at a
slopa of 1.03 bit Hy(x) per bit of H(x) information, The rcader who wishes to study

this principle should recad finding five hefore continuing this section.

Flcasc cxamine Table I. As the input information decreascs thore is a level at
which the vrror correction component "shuts of £" (sez columns one and throe). The
decrcasc is from thc average H(x) and occurs in all but one of the experiments. The
exception is for the digram code of cxperiment one. Hecep in mind that the average
teacher talk for the 30 scicnce classroom dialogucs was 70 percent and the digram
ideuntifies the scmantic structure of a spoken message, The degree of tho change of
the H(x) valuec is shown in columns twc and four. Thess figures have the same signs
as corresponding cntrics in the respective columns.

There arc several obscrvations in the results of degree of change for threshold
lovels of error corrcction:

(1) Children who failed to solve problems (experiment 2) had an
error correction unit which was probably not opsrating any

differently in 2 memoryful condition or in a condition where x
is indcpondent of y in the LTM. The contrast is different for

successful solvers, and it probably mcans these children uscd
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the LTI storase to solve the problem, Thilis ohscrvation

is suggested in section five.

(2) Tho same situation occurrod for cinildren interpreting phenomena.

Their attentional behavior (monogram in experiment L), like

failure in problom solving, probably did not have much operation

of the LTH.

(3) The Hy(x)SSS probably has a tolerance range which is related

to the comparator wmechanism proposed by Stcrnberg (29). The

experiments differed in their experimental sctting and design

(sce Appendix I). %o can easily compare memoryless tolerances in

terms of what is known about the performancc behaviors in the

experiments. Higher levels of tolerance occursed wherc humans

attempted to balance thoeilr learning throusgh input information

and retriecval information, Ixperiments 5,9, and 13 verbally

processed and involved an individual confronted with a task to

perform. These high ranges of tolerance are contrasted with

ranges in experiments 2,L,8 and 10 wherein the subjects had

some permanent information existing in the experimental environ-~

ment.

These obscrvations indicate that the lower the tolerance range operating for the
input information, the closer is the match for the correction of that information.
The analysis was continued by studying the ranges of changes in the average

amounts of HY(X) measurcs which occurred for the changing from memoryful to memory-
less conditions of information processing. The numerical operation was cxpresscd as
Hy(x)-SS minus Hy(x)—Ml, The bit differences arc shown in Table II. The same table

shows the strength of dependence for messages at a 16th power level of code signal.
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LiBL: I

Threshold Lovels for the dctivation of the

Vﬁyrér,Cp;r;cti@n or Comparator Component

axperiment

Memoryiul Input Change

Momoryless Input Change

TBITS 2 BITS £
(1) Classroom Dialogucs 7 , 7
ilonogram ~0.03762 L. 80% ~0.0965 12,32
Digram +0, 081140 5.07 -0,0713 ly, 28
Trigram -0,2690 9.65 -0,1106 3.96
(2) Tleetric Circuit )
Success -0, 2587¢ 9.37 ~-0,7696 27.89
Failurc -0.803L 27.95 -0.8765 30,50
(L) Int.rprectation of
Phenomena
Monogram ~0.2910 20,36 -0.3715 25.99
Digram ~0,1991 8.89 -0,2318 12.58
Trigram -0,5053 15.05 ~0.3381 10,06
(8) Conceptual Level
Test -0,803L 35.83 ~0,3765 39.09
(5) Chaincd Recall #1 -2_4610 63,07
(7) Delayed Recall ~1.902L¢ Lh.79
(8) Abstract Problem 7 ,
Solving ~1.L297 33.4l
(9) Recall of passagoe -2.4036 59.99
(10) Recall (frco) -1.6857 35,15
(11) Classification Sorting -0,99L5 25,91
(13) Conducting Investigatious ~2.6516 65,95

. ) : :
To be intorpreted that H(x) can decrease 0,0376 bit before Hy(x) operator activatcs
b gecrease
To be intorpreted that H(x)ecan inercase 0,08LL bit before Hy(x) opurator activates.
o : —

Significant at 10% level of rxy significance.

1

To be read that H(x) changes L.80 percent from where H (x) begins, until the
naverage! H(x) occurs. Viewed as variances for aperatign of error correction
information,
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The tolcrance range of the operation of error corrcetion roughly approximates
the amount of change between memoryful and memoryless conditions. This observation
fails to apply to situations whore the Hy(x) factor is related to cxternal world
exigencics. The larger amount of Hy(x) change cccurred for such situations (sce
expoeriments 7,9,10, 11 and 13b and 13¢). In all cascs the subjects wrote their
responses to .xternal stimuli or had objects in the external world with which they
were interacting (experiments 7,11 and 13b and 13c¢). This relationship of the
error corrcetion unit matching a recognition of the input information from the
cxternal world is cxemplified by two of the experiments. In experiaents two and
cleven,the subjeocts were treating situations in which the objocts of the environment
necded to be interrelated (sce Appendix I). Notiee that thess two tasks had the
greatest stronzth of dependence (2.41400, 1,L067, and 3.73LO respectively). The
literal translation is that the "perccptional! rcelationship betwcen x and y outputs
was greater when the real world objects had a perceived degrec of permancnce. The
potential for succezding in solving the electric circuit problem is seen in comparing
the change of orror correction information levels and the strength of dependence.
Thos: who succoaded in solving the problem (see experiment two) had a range of Hy(x)
change similar to those who failed but they maintained a greater strength of
dependence until the stecady state or wmemoryless condition ensucd. How did they da'
this? The CODE signal ratio (sce Appendix 3) was greater, a zreater amount of the
now information (ITM) was rctrieved from the long term mcmory store (sce Appendix IV),
and they had a greater differential for the activation of the @rror correction unit
betwecn the memoryful and memoryless conditions (see Table I).

One noeds to keop in mind that the interrelationships of the strength of
depeundence and the orrer correction change iunteract with the input informatiomn.

This consideration is seen in the findings for tables onc and twoj for experiments
Q
ERIC

| 23



nine and ten. The recall taskis werce studied by the rodality of the subjocts

writing either what they had heard (experiment 9) .r what they knew (experiment 10).
In both cases, the responding subjects could "check" on the nature of their state-
ments by reviewing what they had previously written. These strengths of dependence
were both very low and did not appreciably differ from each other. One of the
experiments involved the subject attempting to recall what he or she had heard
(experiment 9) and the other experiment (10) was one wherein the subject utilized
what they knew, which was from previous learnings. The distinguishing factor was
found in the tolerance range for the activation of the error correction of the input
information. .is shown in Table I, the subjects who were trying to recall what they
had heard operated a greater tolerance fange_ OUn the other hand, the humans (same in
both experiments) who had to match a large amount of LTM information retrieval to
what they stated in the external world, had a decreased tolerance range. This
interpretation of relationships enabled a conclusion that the use of the error
correction matea register of the long term memory store decreases in the range of
activation tolerance for an increased efficiency of the retrieval of new inrforma-
tion from the long term memory store. This sequence is supported by the proportions

of the LTH which originate from the long term memory store (see Appendix IV).




THBL_, II

The Range of Zrror Corrcction Information Between
Mlemoryful and ilomoryless Levelsi

Lxperimcnt : 3it Change from average Dependence at the
JCmGTYfﬁl to Memorylessi 16th power, gxprassed ln'
 Condition negative thres exponcnts
(1) Classroom Dialogucs 7
onozran +0,1350:% .58
Digram +0, 3715 .0973
Trigram +0,0L50 L0347
(2) .dectric Cireuit
Success +0,7113 2. 5400
Failurc +0,.6756 1.L067
(L) Interpretation of
Phenomena
ilonogran +0,1680 0
Digram +0,14L20 .2325
Trizran -0,1750 .1958
(5) ﬁDnCuptual Lovel
(5) Chaincd Roeall #1 +2,2220 .0L72
{6) Chained Recall 2 +1, 2704 .026)
(7) Dielayed Reeall +2,1733 0209
(3) ..bstract Problem )
Solving +1.538L L0210
(9) Recall (of = passage) +2,2376" L0127
(10) Recall (frcc) +2,6932 . 0006
(11) Classification Sorting +2,1958 3.73L0
(13) Conducting Investigations+l.2237 .0593
a) Non-lab.
) (av. scorc=51.2) +1,1172 .0560
b) Lab,
(av. score=39.lL) +1,3313 L0626
¢) .anatomy topic
(av, score = 90,6) +1,5016 .0270
d) Seeds topic
(av. scorec = 70.0)  +0.9065 .0916

*1 -Calculated as mean Hy(x)-Ml subtractoed from H,, (x) 8S mean valuc. To be
o~2ad as an increcasc of O. .135 bit H (x) from ﬂy(x)aM to Hy (x)=-55
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Finding:05

The output information which is '"ncw" is the RLLL infeormation in the memory
model, and 1s a Tunction of tho intoraction of the COD4W and LT information processes
The LTH information measures constitute the 'mcw’ iuformation formed in the STil, as
a consequence of a “chunklng” process, and in the LTM of the LT, ﬁhlsh Ldgnfliles
the Tnew! ini Formation rEtPIGVGd frgm thc lonp term memory SthL,

The RIAL information is a common information theoretic wmcasure CBOglh;Bl,18).
Tt is defincd os the useful information shared betweoen two consecutlve messages, and
is sometimes called mutual information (32,33). The algorithmic approach for the
REAL measurc is that it is the sum of the CODE signal and the LT measure values.
The CODE signal is also callcd transinformation (26). It has not beon recognized of
nyaluc" to other information thoorists. s described in finding number two, it may
be the "chunking" factor hypothesized by G. ... ifiller (8). The LTM information
measure was derived by the author of this paper. It has a quite logical mecaning.
If an input message is coded, that process probably occurs in the short term memory
storc (3L4). The CODE signal not being the '"new!" information, is the signal template
for ideuntifying (match-scarch) new information, which is to be retrieved from the
long term wmemory store. That process does not account For the task information
processed mostly in the short term memory svore. Nor dovs it represent the "new"
information retricved from the long term memory store. It has been hypothesized that
the ROAL information represcents the new information retrieval from tho long term
memory store. Howover, a mathomatical analysis of the REAL measurc shows that
chang:s of iniormation values from memoryful to memoryless conditions do not
identify REAL-SS as boing equal to the GQD“aFl' The CODT measurce value is equal
to tho valuc change for the information shared, H(x,y), between two consecutive
messages; as the systom goos from a memoryful to memoryless condition, The REAL
information in the momoryless condition has a change valuc, from the memoryful
condition, cqual to the LTM wmeasure valuel The relationship is quite logical. The

[}szanalc is that a mossage output from the short term memory can be a chunking
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process where the CODE plus the UPHM-ME valuc is the REALsﬂl valuc. However, there
is no CCDE in the long term memory store and tho "assimilated" information (6) is
the information retricved frowm the long term memory store. This is the LTM-5S or
REiAL-SS which arc of the same information valuel
The recadcer may now ask the meaning of the LIM information measure in the short
and long term memory stores. It is quite simple. The LTM-M* is the new information
in the short turm momory store, and the new information is the configurational chango
in structurc rosulting from the chunking process, or the rosult of an interaction of
the CODE and LT~} mcasurcs in order to develop a short-term memory store REAL out-
put messagc. The LTHM~SS measure is thc REAL-SS information, and results irom a
retriceval of new information from the long term memory storc. The retricval informa-
tion is combined, or assimilated into, the CODE signal to form a REAL message output.
The findings presented in this scction support those previously rcported in

this paper. That being the casce, the prescntation will be less explanatory.

The amounts of the LTM measure values found in the STM and LTM are listed in
Appendix IV. There was no monogram or attentional behavior information retrieved
from the LIM (experiment ouc) and this supports the contention of the building
structurc of a message. It is an interesting observation that the LTM memoryless
now information incrcases to a level of 65,85% at the trigram level, and that the
increasc is by ton poercentage point increments. The latter aspect agaln supports
the Ffinding (in the preccding scction) of the "geometric" structure of scmantic
messares. The trigram RE2AL information for the study of 30 science classroom
dialogucs was rcported at the 1971 NARST Conference (Jioser). It was constructed of
1.096 bits CODE and 1,5125 bits of LTM, and the ML-REAL message had a valuc of
2,609 bits. s the proportion of teacher talk incrcascd the code value decreased
and the LTM-MY incrcascd. The cnd-product of REAL information was 2.5L5 bits for
less than 70% tcacher talk and 2.658 bits for teoacher talk of more than 70%. The
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90-98% tcacher talk level had an average 0.611 bit code, 2,373 bits LTM~ML and
2.98L bits of REZAL information in trigram messages. As shown in Appendix IV, the
trigram code involved a decreasing amount of "new" information (LTHM-SS) as there
was an inereasc in the amount of teacher talk in the science classrooms. This 1s
quite cxpeeted when one considers the "speaker!" is the teacher and cight to nine
out of ten of the messages came from that human memory. Iluch like it 1s seen in
axperiment 11, the '"speaker!" was processing many messages through the STM. Thesc
messages were of higher dependence and in some of the chain of x and y messages
were "chunks'" of STH site mossages.

Tho hypothesis of LTM information being of STil and LIM sourccs is quitc in
accord with tho ifc.idam and Vhitaker (35) discovery of a memory message forming up o
onc half second prior to its being spoken by a human. Messages arc coded cvery
four scconds in tho collecticn of classroom dialogues. Tho averaze output of a
90-98% teacher talk message, H(y), carrics 3.99L9 bits of trigram information.

That is about 16 itums cvery four scconds,or about L itums per second. A human
speaks at a rate of about one and a half to two words per sccond for a sentence
presentation. The information of a monogram at the 90-98 percent level of teacher
talk carrics about 1.L8 bits of H(y) information. However, there is no LTM mornogram
information retricved from the LTM. Ve sco this as the structuring principle
operating to embed the monogram information into the itrigram message. The diffcr-~
cncoe is 2.51L9 bits of REAL information. This is probably the trigramic informaticn
found in the LTHM (proof: 2.5149/3.99L9 bits = ,6295). These 6 items (logy of

2.51L9 bits) arc transferred to the STM and when "mixing" with the SIM inventory of
messages coustitutes the ST load of 5-9 items discovered by G. A. Miller (8).

The short term memory store processing of information is sceen as related to the
kind of task boing procussed in attentional behavior and the nature of the mental
maturation of.-the human who is doing thc cognitive task.

Q
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Pleasc cxamine roendix IV, Notice that classification sorting of geometric

shapes and colors of figures by adults (experiment 11) involved a retricval of ornly

w0

10.22 percent of the LTHM information from the LTM. The task was onc in which L5.3

percent of the LT was in the STM. This 1is a '"roecopganition" type of task which was

prescented in a problem solving mode. The memoryful information ratio is quite like
that of monozrams and digrams of 30 scicnce classroom lessons (50.04% at the 90 to

98 percent level of teacher talk).

The successful solving of a problem is rclated to how the new information is
formed in the STHM. - It has been mentioned the children of grades onc through twelve
tricd to solve an clectric circuit problem in experiment two. The childron of the
clementary zrade level who succeeded, retrieved 77.23 purcent of their LTM informa-
tion from the LTH and processcd only 1L.03 percent of the LTM in the SIM. The
sccondary school children who succecded had only 2L4.26 percent of the LTM as now
information from the LTI and L2.23 porcunt of the LTM information was processcd
dircctly in the STM. 3o we could concludc that the eihildren of an clementary grade
age succceded because they had information, learnced from previous experiences, which
was stored in the LIM and could be retrieved from the LTM. The adolescent humans
successfully solved the problem by a '"balanced" rotricval of LTM information from
the LTHM and by using the STM type of LTM information. This is scen in contrast to
adolescents failing to solve the problem because of & lesser amount of information
being reotricved from the LTM, too much STM information procecssing, and too low a
ratio of error corrcction information (.56983 bit compared to .6297 bit). The latter
process can be scen as affocting the filtor process and too low a code signal ratio
boing formed (scec .ippendix ITI) to be used for the cificicnt retricval of LTM
information in the long toerm memory store. These findings for a problem solving
task arc quite indicative of the differences of chronological or mehtal maturation
levels, It scoms that formal opcrational people try to process problems by a greater
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uge of the short btorm memory storz., The amount of "learned" informabion utilizcd
scems to be lower for these humans. The claim that the data shown in JAppendix IV

is indicative of the occurrcnce of learning is an intriguing one. If we can identify
the asount of ITM information processed in cognitive tasks of problem solving, this
information could be invaluable in the improvement of education.

Examince the LTM information processing done by college undergraduatces
(experiment 12) who tricd to solve two kinds of clectric circuit problems. Notice
that only onc group nad any ncw information retricved from the LTM. Thab group
failed to solve the 3~way circuit problem cven though they had 25.07 percent of the
LT originating as "ncw" information from the LTM. Their "problem" was that they
had a CODZ signal ratio (sce Appendix ITI) of about one~half the amount for an
efficient retricvel nccedoed to successfully solve the problem, This group of humans
did this problem-solving processing prior to any training. They then had a ten
minute training on how to solve the problem and, on attempting the problem again,
failed to solve it. In this instance no "new" information originated [rom the loug
term memory storc. Two things could have happuned to cxplain this obscrvation, It
is possible that the information uscd to solve the problem before tralning was
"incorrcct", The sccond and morc plausible explanation is that the humans were
taught to process the problem as an STM type of LTM. Think about it as that ten
minutes of training is too short a time to learn to solve such a problem and look at
the fact that these humans increascd the STM proportion of LIM from L2.86% to
62,70%. So they were "taught" to study the changes in the external world and that
no "learning" occurred in the training. The evidencc which supports the use of the
wrong information for solving tho problom i1s seen in the finding that the humans had
succcaded in solving the parallcl circuit prior to their failing to solve the 3-way

circuit, and belforc the training. It is possible the humans tricd to equate the way
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they successfully sclvod the parallel circuit probiem to the attempt to solve the
3-way circuit problem, and that the "new" inforaiation rotricved from tho LTl was of
a parallel circuit but not of a 3-way circuit problem. Bvidencu supporting this is
seon in the finding of ratios of 0,649 LTV CEEE) for succuss in solving the parallel
circuit problom by another group was comparable (0.6675 ILTM) for the group of humans
being discussed.

“he lssuc of thu usce of "learncd" information in contrast to a major role boing
playoed by the STM i1s exemplilficd in the data of cxperiment twelve. The first
indicator 1s that training did not result in any '"new" information being retricved
from the LTM. The sucond obscrvation is that the role of the STM usually incrcased
after training. . concomitant obscrvation is that the CODE signal ratio (sco
appendix ITI) incrcascd after training. Howcever, the CODE signal ratio was not to
a level comparable to successiul problem solving of an cloetric circuit in cxperiment
Wo, unluss 1t was that the humans succcoeded to solve the problem. So the issue
beeomes one of that the humans were "taught" to solve a problem in the ten-minute
training they rececived. However, the training was to utilize the STM for relating
consecutive messages to cach other. This is probably not real learning.

There is other evidence that humans vary in their usce of the STM, and that it
is a function of their age and of the task they arc processing. This is secen in
cxperiment four (Appendix I), whorcin children intcerpreted scicnce objects as they
were obsurved or intervicwed by an adult. We previously reported the phenomenon of
age differences being rclated to memory processes (sce finding onc)., Here the
phenomcnon 1s suon as being related to the role of the short torm momory storc. The
trigram LTH in the STM was found to be indicative of the rolating of the STM to the
ocxternal world. o claimed that (in finding one) concrete opcrational children
differed in their use of tho memory. In “his scetion the cvidence scems to indicate

that cight and ton year old children wmade a greater use of the STM for processing thc
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informational content of messages (trizrams) than was dons by six and twelve year
old cuildren,

The final prood of the validity of finding number f£ive is that humans nave a
long turm memory model which opurates on the taslc being processed is scen in
sxperinents six through c¢leven (4ppendix IV). Koep in mind that the same group of
graduate students participated in the six oxpuriments (suu Appendix I for description
of the experimcnts). This design cnabled us to ocxamine the memory functions of the
same humans in the proccssing of various kinds of cognitive tasks, The reader can
better understand the rolc of the LTHM information measurc by numerically ranking the
proportions of LTM utilized as the "ncw" information retrieved from the LIM and the
proportion of the LTM mcasurc valuc which was operating in the STM. The '"new"
informaticn retricved from the LTM can be scen as closcly rclated to the task present
cd to the humans and not as reclated to tﬁe kind of cognitive task they arce proccssing
The grcatcest amount of LTHM "new" information was rotricved whorein the humans were
asked (experiment 10) to rclate what they knew about scionce learning., This 1s a
free recall tasl:. The subjects retriceved the least amount of '"mew" information whaen
thoy sortod objects perccived from the external world (experiment vleven), The
sceond largest role of the "pow" information retricved from the LTHM was when the
humens were asked to immediately recall the content of a passage spoken to them
(cxperiment nine). The next greatest operation of the retricval of information from
the LIM cceurrcd in two differunt cxperiments (numbered scven and ninc), One was to
rocall contont heard five to thirty-five minutes after receiviong the information
(Gxgerimaut seven) and the other was to solve a legal problem about incestuous
activitios (cxperiment nine), whorein the subjects possessed a written statoment of
the problem. Notice that the tasks differcd and that the input information into the
STH differoed by being verbal and written. Hurcin we have an intercept for learning

(exporiment soven) a recall task and the procossing of a problem solving task
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(experiment ninz). The cquated comparisons of the role of the LTI is that it

operates on a threshold level which is closcly related to the crror corrcection
comparison with the informaticn received Trom the external world., However, the
threshold is influenced more by th: error corrcction componznt (sve Appendix V)

than it is by the code signal (seo appendix IV). Ve have, therefore, iduntified

the intensitics of the roles ol the memory model componcents in the processing of

-3

cognitive taslks. ¢ findings arc supportud by the thruesnold of the error

The
corrcction unit cvidence prosvnted in finding four.

These obscrvations of the oxistonce of the LTM in the STM and LTH are quite

conclusive, Howouor, they scom to indicate useful information mors closcly related
to the informational contont being processcd and to thoe task perceived by the human
than to the human intelloct,., The LTH measurce is also rolated to successful informa-~
tion processing, but we belicva the relationship is sccondary to some other informa-
tion meoasurc. Thesce beliefs will be discussed in the conclusion section,

The reader should now understand the rolues and complexitics of the interactions
of the wmomory model components. The eriterion tests for the model have thus far
beon examined for lntornal rclationships., It now remains to establish the validity
of the model with rospeet to external criteria, such as the intelligenece of humans

and the levels of their achicvement in processing real world experiences,
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The information processcd in the human mgmpry model is rclated to the
intelIigence of individual humans aud to the desree of success humens have in
proccssing environment cxpericnces.

The two oxternal variables, meuntioned above, are probably more appropriately
called criterion measures. The measurcs were the Miller iAnalogies Test and scores
sarncd hy groups oF seventh=grade children who solved investigations (sce
Appendix I for a description), as they were located in a labhoratory or were
isolatcd from the laboratory. The scores were assignod by three scicence teachers
who listened to the dialogues of the groups.

The externsl criterion wmeasures were not tested against informaticon mcasures
as a means to determine how well the memory model components "measured" the
intelligencs or achicvement ability of humans. Even though such an application may
seom to be the obvious motive, the objective for using criterion measurcs was to
obtain a means for classifying information theoretic measurcs as to their primary
and sacondary cognitive roles. The objective was then onc of studying how the
memory componcnts opcrated with respect to non-information theoretic kinds of
cognitive measurenents. In other words,these tests werc done to find out how
memory components were or were not related to other measurcments of memory process-
ing.,

Regression analyses werc done for tests of rectilinearity. Coefficients of
correlation werc then calculated for the significance of relationships between
information mcasurcs and the "external' measures. Signirficant correlations were
recognized at the five and ten percent levels. In cases where the discussion is
about external measure correclations having cognitive meanings, we shall restrict
the claims to five percent levels of significance. The ten percent level was

accepted Tor using slope lovels and regression coefiicients to study the inter-

actions of rclovant information measures in the memory model. In this scction our

IC

34

~32e



presentation will thus rofer to indircct relatiouships and dircet rclationships

baetw

w

2n variables, and we will not use the term "significant correlation'. This

is done becausc of the specificd purposaes of our anaiysié. The regression cquation
typs of statistic was sclecbed becausc information theoretic values arce stochastic
and 50 t00 arc regrossions function measurcments of the stochastic relationships of
variables (36).

The regression analysis results are listed in appendix numbers VI and VIT.
Thors wer:s 110 analyscs completed in the study. Twenty-nine were found siguificant
at the Ifive percent level and another fourteen were sigrficant at the ten percent
level, These significant tests were 26,4 percent and 12,7 porcent, lor the
respective percent levels., Thus the tests whicia were significant represented

39.1 percent of the 110 tests conducted, The n of significant product moment
correlations indicated (37) that the p of the information theorctic mcasures were
rolatod to the eriterion measures; operated as a real correlation between these
variates. It also indicated that the relationsbips were not spurious.

The scorcs of the ililler .\nalogies Test and the achievement scores are not
measurecnents of the same cognitive processing., The former is a type of test for
measuring the intelligonce of adults, whereas the achicvement score is of the
degrees of success obtained in a problem solving kind of task. It has beecn claimcd
(33) that the IL\T is a verbal analogy kind of test, The author consulted with
psychologists at the University of Pittsburgh in order to determine the kinds of
cognitive tasks inVGlYQd in completing the test. The consensus was that it
involves recognition and reeall task processing, with some problem solving process-
ing occurring at times. In the oplnion or some psychélggistsg it is some kind of
indicator of the intelligence of adults. The two measures may not serve as
corrclates to the same construct aspec£s of the model. As previously claimed, the
achievement scores for experimsnts were more found to be corresponding with the
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axternal environment. <on the other hand, the M\T, being a measure of intelligence,
may be more correspondent with an “internal enviromment'. The analogy could be
that thoe two eriterion measures corrclate with measures of different components

and difforcnt proccessces in the memory model. This should be kept in mind while you
read the narrative of the test findings.

Two oxperiments werc found not to have relationships of information measures
with the MAT, Thess wore cxperiments 9 and 11, and their test results arc listed
in ippendix VI. The cxporiments involved two differcnt kinds of modalities, with
the immediatc rocall cxperiment consisting of an auditory input and a written out-
put.

The classification sorting experiment involved a visual input and the same kind
of output. Thore is considerall .evidence that the sorting cxperiment iavolved the
ST as the sitc for the processing of ninc-tenths of the LT information. It is
somewhat dif "icult to account for the lack of a correlational relationship by the
imnediate recall oxporiment information measurcs. The explanation seems to be that
the subjocts listenzd to a five~minutc passage and immediately 'related" what they
had hcard. It is possible that they did not effectively correspond what they heard
with the long term aemory output, thereby producing information measure valucs which
were not compatible to an "operating' memory. This possibility is raised because
the written wessages they "recalled" contained few statements like those they
originally heard. Thos: which were similar consisted of facts of a numerical kind.
Few recall passazes contalned statements of the prinmciples which were originating
from the source. We are currently studying the data of thesc experiments by testing
for relationships ol the other informéticn measurcs, i.,e., noise in y, H(x,y),

H(y).
The valucs For information measures of cach kind werc "avuraged" for exporiments

six through cleven. Thesc averages were tested for relatedness to the ¥MuT. 1t may
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seam quits improper to do this kind of averaging. However, the same subjects
participated ' n the six experimonts. So the averaqing was done to obtain the
tavarage" amount of information processed by cach human who had participated in the
experimonts. The regression analyses were then done to test the relationship of

the information, proccsscd by a human memory, with the !.T score. Three information
measurcs were found to be related to intelligence {at a five porcent | level)., Thesc
werc the orror corrcction information, CODE signal, and REAL information ratios at
the memoryful, or ST, level. The data making up the "averages" wore then partitione
back into the respective recall and problem solving types ol tasks. Three experi-
ments wore a priori assignod to cach class of tasks. Regression analyses of these
two classes (average recall and average problem solving) showed tne MAT was not
significantly corrclated with any average information which was processed in a
problem solvinz task. Three information measures woere, however, found revlated to
the MAT for recall taslk averages. The elimination procedures sinowed a poss ihle

intcrpretation for the human memory stratcgics in processing cognitive tasks., The

conclusion was that problem solving task processing is not as closely rclated to

"intelligence" as is the processing of recall tasks.

Wle wore not surpris.d that the average! information processed by humans sclving
difforent kinds of problem solving tasks was not corrclated with the M.T. .JAeccord-
ing to Barron and to Berclson and Steiner (33,39), problem solving and creative
thinking are not very related to verbal intelligence. The reader should note that
we did not include the corrclations of "average' information in the aforemantioned
probability count for the reliability of the comparison tests.

Tho six tasts were then cach oxamined as to the relationships ol information
measures with the MAT. There were 16 significant corrclations in the two remaining
kinds of rccall tasks and only eight in the two remaining problem solving tasks. It
was again concludod that the MaT score was more closcly related to information

processing in rccall tasks.



The sign diffcronces for coc"ficients of cer.oelation were quite uniform. The

memoryless filtering syste: and the information found in the STH was directly re-
lated to tho L.T. The crror correction unit of the memory-ul and menorylcess model
arcas were found to e indircctly related to the #MAT. The sign direction which
varicd for information measure relationships were found to be limited to the CODG:
signal ratio and to memoryless crror correction information. The changes in
dircction signs for relationships are oxplained in the description of the feedback
system (sce page Ly ). iHowever, becausc the comparison of the Hy(x)mSS measure was
across the two scts of experiments (6 through 11 and number 13) we could not taest
their independence. The three significant CODE signal ratio correlations were given
a Z-test (LO). The chi square test value was 0.8658, for two degrees of frecdom,

It was concluded that the CODSE signal ratios were of a common population. The
changed sign direction was different for the problem solving CODI signal ratio
(exporiment 8) but the similaritics of the three ratics is seen in the slope

values (byx in Appendix VII). It was concluded that the CODE signal ratio processor
is rclated to the cognitive factor but that it varies as to the kind of task being
processed (sce pagol? for an explanation).

The next comparison was of experiuents six, scven and ten. The first two

i

experiments involved immediate and delayed recall tasks used for the processing of
common content. The relationship of the two memory information flow tasks did not
differ from cach other, with respect to the MAT, in the following measures: Hy(y) RE,
REAL-MY, % RIAL-ML, NOISE IN x-ML, and Hy(x)—Ml. They did differ in that the
immediate recall task was related to the LT with respect to the COD: signal and the
Hy(x)—SS information mecasures. The delayed recall task differed from the immudliate
rocall task as it processcd a CODE signal ratio which was related to the MAT,
Ixperiment ten involved a "ircc" reeall task wherein the subjects were to Mtell!

what they knew about science learning. This task dif fered from the two others in

O
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that it was significantly related to the AT tarouzh the H(x) R.31., and the

G 1ML information msasurcs. It was found that it had a commonality with the
other two tasks with respeet to the H(x)y-R.:., EEAL—Hl, % REAL-IE-, NOIST IN K—Hl;
and Hy(x)all information measures. The "free" recall task was related to the
jmmediate recall tasi: but not to the delayed recall task. This processing was
found to be the CODZ signal information mcasurc.

The throo experiments involved threo diffcerent kinds of processing strategles
for tasts. It is important to ‘jeop tﬂéﬁ in mind. The same content (sce ippendix
VII) was operatcd upon by the same individuals in cxperiments six and sceven, and
thore Wutediscrimina%éi%iﬂpgﬁdzgor them, Howaver, the discriminator involved only
three modol components. . literal interpretation is that a problem solving kind of

immediate recall is distinguished by the LTM error correction factor and by the
COD7 signal used for retricving a message from the LTM. The "learning" of an
external world expericence is distinguished from immediate recall by the CODD
signal ratio used to retrieve an LT message. ‘"he use of information, and not
recently oxpericenced, involves the use of the redundancy in an input information
measure ((H(x)) and the ratio of the momoryful LTM information being processed in

the STM. These memory componcnts are those which are rclated to the intelligence of

— s mas = et s

the human., We can conclude that the role of the intclligence, for the degree ofl

neural structure of the human, has vecn isolated as to the intellect control in the
processing of tasks.

The relationships for human intellect control of momory jinformation processing
has been partially studied by Hsia, who calls it selcction power (18), and by others
(1L, 17 and 41). The simplificd deseriptor oxplanation is that the LTM operatcs on
a feoedback basis by which non~environment frelated processing activates the redundancy
of secquences of messagess which arc output by the same memory (of a human). A code

signal is formed for this input relaticnship and this operational process is

O
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monitored by the STIl information chunks. In this memory flow, the information
retrieved from the LT is controlled for a wmaximized output of stored information
(s0 \ppendix IV, cxporiment ten, whore it was reported that ail of the LTH informa-
tion was "new' information retricval from the %zg)i

The learninr of information in new cxperiences involves the usce of a CODR
signal. This CODE signal doces not difler by its ratio to the input message (sce
Appendix III) dut dowes difi'er in the strength of the feedback of the memoryful error
correction factor (sco ippendix V for the dif ‘erence of the levels of siznificance
of Hy(x)aﬁl; for uxperiments six and scven.)
The final aspoect of the study of the relationships of cxternal criterion

measures to monory model components was the flow of information; which was rolated
i 3

to th

ﬂ

da

(8]

srrze ol success in solving science investigations (experiment 13 in
appendix 7I). That cexzperiment had 19 weaningful correlations out of 35 tests. The
12 correlations with values excacding five percent levels of significance constituted
3Lh.3 porecent of the population of tests.

L11 but two of the experimental design correlations were found to be for the
non-laboratory sctting and in the treatment of the toplc on sceds. . study of the
description of th: experiment variables (see .\ppendix I for the wxperiment deserip-
tion) and the averase scores earned indicate these two conditions were the ones
which gave the subjects theleast amount of indormation with which to complete the
investigations. We could conclude these tasks were processod with a greater effi-

iency for cognitive application. This claim is supported by the consistency of the
significant correlations these écﬁditi@ns had with the achievement scores., The non-
laboratory sotting and the sceds topic treatment had significant correlations for
the CODE signal ratio, REML memoryful, for the JOISZ IN x memoryful and memoryful
error corraction information mecasures. The intercesting aspect of these [indings
was that thesc same measures were found for the three cxperiments (numbers 6, 7, and

50



10), which were discusscd for the consisteney of measures related to the LT, Here-
in t" n is additionzl covidenece for the intelligence of humans bhoing strongly relatoed

to particular memory model componznts.

i

. . -

The design conditions of a lahoratory setting and in the treatment of the

anatomy topic had significant correlatlons which were again explainable in terms of

&3

th o measurcs hoing related to the MAT. The treatment of the anatomy topic

o
m

=2

=)

o

involved the study of the digestive syste~ of the frog, We interpreted this topilc

treatment in finding:02. It was reported, in finding number four, that the error

corraction information operated in different pathways Tor the treatmsut ol the scods
and anatomy topiecs. Tho claim was made that the sceds topic was largely treated by
the memoryful error corrcction (sc: .ppendix IV) information and that the anatomy
topic was treated more so in the memcryless condition, The same relationship

the immediatc recall experiment (number six) is believed to mean that the Hy(x)—SS
factor way have sowe relationship to the storing of information in the LIH. This
claim is supported by the fact that the subjects (experiment 13) who were isolated
from the laboratory possesscd a nicturc of the anatomy of the digestive system of
the frog, whereas thosc in the laboratory actually disscected specimens. In both
cases, the subjects had an information flow from the external world which could

have been "learncd" and by which they later rcceived a score for answering the

questions of the investigation.

e

Tha final finding in the experiment on investigations is concer ned with the

conditions For achicvement scores and with the information processed by all 20

groups of seventh grade cirildren who participated in the experiment. Nine ol the

17 correlation tcsts were found to be significant at the five and ten percent level.

The input iaformation and ouvput information messgae values were found to be directly

related to achicvement. The memoryful error correction measurce was not found to be

51gn1L1cant even though it was for the isolated groups of children and for the
EMC

Aruitoxt provided by Eic:

24



E

treatment ol the scueds topic., JAnother important findingz was that the information
shared betwecn an x and y sequence of messages was dircctly rclated to achlevenent.
The various design groups, by 'laboratory" scttings and topic treatment, were not
tested for this relationship.

The most intriguing finding in the reegression analysis study was one for which
w2 have no nlausible mxplanation., bxamine the REAL information measures for the six
oxperiments, in Jippendix VII, and for the scicnce investigations cxperiment in
~opendix VI, Consider the possibility that we can use regression analyses to isolatc
the information in a memory when there is no influcnce of the external world input,
or of the intcllect structure of a human memory. The experiments avuraged an 86.62
percent for the information processed in "average" problem solving tasks; as the
processed’ information opurated in the LTH. The investigatlons in experiment
number 13 hacd 85.L0 percent of the information operating in the long term memory
storc. These values of information arc quite similar., The "new information,
retrieved for average problcwm solving tasks in the set of "six cxperiments?®,
constituted 8L.55 porcont of the LTM measure value, and 82.29 percent was 'new" in
axperinont thirtoen. This is evidence that the human transaction of investigations
nad information being processced like that found in problem solving task.

Consider the Ruil information measure for the memoryful condition. Look at the

ay rcgression coefficicnts in .ppendix VI and .ppendix VII, This valus is interpret-

ed as ths useful information flowing in the memory when there is no'relationship"
with the intellect or with the achlevement success factors., The value of 1.55 to
1.76 bits of information remains in a mesory, which is theoretically not related to
the intellect. The treatmont of these values in this way nceds to be cautiously
approached. The classic study fer the consideration of information at zero MAT
score or achicvement scores would be to study the information measure values

processed by a human who had a score of zero. That, of course, is not possible,

O
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We have tried an approach by measuring the 1laformation carsled by verbalizzd term
massages of an adult before and alter he became incbriated, The information he
processad winlle drunk had more nolsy channels and the channels Ycarried” less REAL
information.

Tha wystery of RIAL measures at zero variable levels is more intriguing as
additional reolationships arc studied. The 1.581L bits of RZIAL value at zero variable
(x) in cxperiment thirteon is much like the values of 1.756L and 1.5675 ior
cxperimeuts seven and ten; and like sub-population values in experiment thirtecen
(1.8477 and 1.5827 bits). The intrisue advances when it is known that the average
REAL value for the messases procassed in the 30 scicnce classrooms {experiment ona)
was 2,609 bits and the LTH-11L value was an averasge of 1,519 bits, These values arc
all for the memoryful condition. Now consider the RELL values for mcmoryless levils
of zero variable (x) for the "average" of recall experiments (sce Appendix VII).

The valuc wag l.hb9L bits. So, there is some cvidence for the REAL information
measura being a component which operates on a transfer basis between the ST and LTM.
It may be that the isolated REAL values we arc oObserving arc common and are probably
a product oi some kind of feedback control being operated by the long turm memory
store, Consider the number of items logaritiimically found in 1.5 bits. There are
thres: items in 1.5 bits of RSAL information. The non~isolated, average value of
REAL deereascs when a memoryless condition is determined for a sct of cognitive
bchaviors. The ay intercept : gression values also decreasc when treated for
memoryloss conditions. How compare the strength of dependence betweon messazes

with RBAL information measures in ippendix VIII (experiment 13). Notice that the
REAL value at memoryless conditions for total (1.058L bits), anatomy topic (1.06L7
bits), sceds topic (1,1652 bits), and the laboratory setting (1.0367 bits). These
are the approximate valucs of the REAL information flowing when there 1s no

dependence between messages.
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sccording to Shanunon (1), thore is a channsl capacity which is partly controlled
by cquivocation (which when uscd positively is cailed error corrcction information).
The equivocation uscd fer an input, H(x), into a channel can be pletted. This
graphing opcration cnables determining the attailnable region Cfor the error capacity
of 2 channel, C. Shannon hypotheslzod that capacity would have a slope of 1.0, or
onz bit of eguivocation per bit of H(x) input. The trigram codes for the 30 science
clasoroom dialogues waorc found to have a plot slope of 1.03. This finding, again,
enables drawing an inference because the H(x) is approximatcly the sum of HY(K) and
REAL (if it is computed as R I x).

These date Tor the ROLL measure, in different cxperiments, show that the usceiful
information deecwrrasces to about orna bit when thorc is no dependence betweon conscecutiv
messagos, as the memorylaess condition is obtained in thce memory model., The error
correcting ractor increascs to a maximum value 1n the memoryless condition, becoming
analogous to an vrrorful capacity channel, and the srea of attainable input rates
beeonss constricted. I7 there 1s no crror corruction information, all of the input
H(x), counsists only of useful information (REAL-S3). BSo as the strength of depend-
cnce is suppressed to zero, the REAL-SS value becomes 1,058l bits (sez Appendix VI).
L8 Hy(x) is supnresscd (see Appendix VI) the H(x) input is 1.3690 bits and the bxy
slope of the unit inerease is 0-2687 bit H(x) for cach increasc of HY(X)ESS bit.

Tho byy slope is operating at 1.10L6 Hy(x)sSS bit for cach H(x) input in the memory-

less condition. Thus some kind of feaedback systoem opurates whorein, as a unemorylcess

condition cusues, the LT store has an operator which scrves as a governor, or a
comparator such as sugzestrd by Sturnberg (29). The operator feeds baclt on the
input which, when the score is zoro, has a value of 1.1392 bit. This is the H(x)
input if there is no crror corrcction factor to surve as a control on tho retrieval
of the next message. The Hy(x), howevur, has maximized to 2.8656 bits. Whea there

is no dependence botweon messages, the activation of the error corrector in the LT

O
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is probably related to the information residuc Jound in the R3AL wmcasure; which was
stored to represont shar.d messages. This is 1.058L bits at zero dependence. The
"controller' for this is that no error correction would be 1.3690 bits of input. So
(sharcd) mossages. This useful information was stored after cognition for them had
occurred. Thu intellect for ths treatment of investigations operates at an upper
limiv of 1.581L bits of REAL-5S. The REAL-SS is negatively corrclated witn the
strength of dependence. The Hy(x)55 is positively correlated with the achievement
scorc. The strength of dependence is nesatively corrclated (not significant, but
not very closc to a zero correlation) to achicvement score. So the criteria arc met
Tor a uegative and positive oseillatineg feedbaclt gystem. This would then be a
deviation-counteracting class system. That is the kind of system which would be
logically expected to corrclate the interactions of the external world input and the
intellect with the memory processor units of a memory model. This relationship is
now under study. Ve could expect that a deviation-amplifyinz counteracting feedback
system would operate in a "learning' kind of experience.

The reader may still be curious as to why the Dy slopes of the regression
analyses for the relationship of the T to information measurcs in experiments
six through c¢leven arc so similar. The interprctation could be that an increase of
one point in the MAT score is Yaccompanied" by a small increase or decrease (of
0.0006 to 0,038L bits) in tho value of an information measurc. The consistency is
seen in the CODE slopos in "average'" tasks and in the averase recall task (Appendix
VII). Toth cntries show a valuc increase of 0.0203 bit CODE for each MAT score
point increasc,

It has becn mentioned sev:ral times that the error corrcction information
measure is a comparator mechanism. {Sternberg (29) hypothesized that information

retrieval is opuerated by two pathways. One is by using a comparator and the other is
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through the usc ol a scanner. We could infer that the scanaer is the CODZ sigunal.
il have also menvioned that the us.ful incormation (RILL) is eventually constructed

partly throuzh the evonts in some kind of Loodbacl: systewm.

o]

The idee of thner. being a feedbact system was pursucd through an analysis as te
whetner or not some ind of negative or pusitive Tecedbacl: occurrcd for 'start-up" and

"rate-loevels! in the control of information flow by the intellect. This approach

[wnl
0]

involves the ay cocificien s the information flowing whoen therce is no intelloct
control., The rate ol ilncreasc or decrcase of the information ilow is For cach unit
increase or Jdecrcasc in the MAT scorc, which is the byx slopu value shown in
Apoondix VII,

.. positive foodbaclt system 1s one in which there is a deviation-amplifying
counturacting rclationship betwe.n two variables, or buetween two injorﬁaticn process-
ing components in the memory model. Ve could expect that some aspect of a recall
task information process in a aemory would involve a positive rCecdback loop, It can
be assumed that thu process inveolves an interaction oif retrieved LTI information, and
the outprt would b displayed in the environment. The information would be expected
to be subsequently perceived by the human who ériginafed it. That perception would
then serve as somgc kind of learning cxperilence because, as it 1s again input, it
would increasc the level of structural comprchension the numan would have of his or
her control over the rusponses he or she had used in constructing an cxternal world
body of knowledge. In othor words, a perscn doing a written statement would output
a message. Then he or she would,throuzh s visual perception or by subvocalizing,
input what was ths naturc of that output. This "counnoctlon! of the output and input
flow can be cxpected to produce a deviation-amplifying flow of information, and
could be regarded as a psoudo-learning structuralization. This kind of reasoning

cnabled us to use a positive fcudback system rationale fer the search of a rfecdback

system.
Q
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The basic positive feudback cquation is: y/x = Xl/luﬁl Ko. The y symbol
repres.cnts an cutput and the x is the input (s_o Milsum, L2). The X factors repro-
scut gains., . negative fe.dbacl: equation differs by a change of the denominator
minus to a plus sign. Wz hypotheslzzd that the { factors would »e the byx slopes
because they represcnt negatlve or positive rate changes. The input would be an ay
cociiicicnt and would mcan there was a "start-up" of the "intellect" iniluence or
centrol. The y output would necd to be an expresscd slope, which would indicate the
ratc and direction ol the action brought about by fo.dback pathway influences.

The fooedbacikt equation 2lements arc listed in Figure IT.  Pigure IT also contains

a dlagram o? the loops and pathways Tor feodback betwoen information nrocesses in the

memory modoel. The rosults of the three feedbaclh equaticns were not (found to difler

el

by ﬁorg than three percent Jrom ti.e slope values of the resression analyses (ip-
pendix VIT) don. in comparing the information measurcs with the MAT scorcs. These
data treatment results arc of the previously described avurage recall tasles.

rhree information foxdback pathway systems wore found to operatse in the momory.
The "start-up” oir the inteilect (ay in Appendix VII) initiated K1 ,Ko loop gzains
(byx valucs) which influenccd the rate and direction of changes of information
processing, Two of th@l%tart~up” inputs .-2sulted in change iniluences in dir'lerent
arcas of the memory than whure the systom began., The memoryful code ratio signal
resulted in a cositive feedbaclk influcence in the memoryless REAL information gain.
This is suen in Figure IT as the "21" series pathway. The LTM RELL component in
turn initiated a pathway which influcnced the CODE signal in the STM. The flow
differed in that the K was alternatad; the former pathway X5 being an error corrcc-
tion “decrease” chanze. The latter pathway nad the X gain as the CODR signal. The
effcet was a2 negative feodbhack on the CODE signal.

The third loop pathway was initiated by the memoryful REAL information ratio
and remained in the STM by wmeans of loop actions of the error correction factor and
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the CODT signal, The outcome was a negative ficdback influcnce on the rate of change
in the ratio of the RZ.L information being formed in the STM.

The reador may find it difficult to understand how a negative fe:dback output on
a positive slope rate of change can occur, The cxplanation for this cofect is found
in the nature of Teodback systers, The diagram in Tigurc IT repres:nts a goneral
systen which opurates in an interacting fashion, wherein systems ot patiways have
influcnces upon the genural outcome of a process (L3)., Nilsum (42) explains thils
phenomenon as a "stability" effect. The reader is referrcd to HMaruyama (L43) Tor a
simplificéd explanation. Briefly, odd number of minus loop influcnces produccs a
ncgative feedback effcet, ~n even number of influcnces results in a positive effect.
Tha loop influcnces in Figurc II arc identified by plus and minus signs in paren-
theses. . double par.nthesis identifys the slope gain Jactor o7 the initiator or
"start-up" actions (ay in ..ppendix VII). snalyze the pathways of a system for
obtaining the output change. The REIL-3S feedhack output influcnce sign corresponds
to that found Tor “hc slope change in the regresslon analysis (Appendix VII). The
othur two pathways traverscd through the inberaction of the Xy ,Kp loops twice., Vor
oxamplo an STH initiated % Ri.L soes throush an Hy(x) to CODZ loop twice and the net
cffcet is the conscquence of the number two minus influences which ‘cancel cach other
and beecome positive in cifect" (L3).

Positive fucdback systems have deviation-ampliiying causal relationships. The
direction of change of the system is toward instability. 4 ncgative fecdback systom
is deviation-counteracting and tends to go to an oscillating condition. The positive

feedback systums, have as their end products, the main ratios of the RILL information

and CODE signal in the STM. So, the net affoet is tgsfﬁﬁiify the gain ratios of the
s
A~ ,
outputs. The usources ol the start-up" for thgggfccmpongnt actions initiate from the

e

two mecmory stores. L possible c@nclusigggéé that wo have Tound the previously

claimed "sransior' relationship befween the memoryful and memoryless LTHM information
p
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measurcs and this focdback partly explains how some tasks are procwssed more
pxtensively  in the STH than the LTHM. The deviation-counteracting system which
effects the slope gain of the RIAL-SS is quite dif’erent from thuise two systems.
The initiator is the CODI ratio in the STM. In this case, then, the influcnce is to
"stabilize " the RiLL information rate of information retricval when the inbolleet

control becomes active., This loop system may casily not do any mors than traversce

the "start-up™ of the Ri.L of the LTM to again operate through the loops of the feed-

baclt system which controls the rate of gain for the formation of a CODZ signal in
the STM. In finding L wo postulatoed the role ol the error-correction factor to be
ona ol "deciding' tho CODI process in the STM. This foudback systom sewms to make
that clain more probable.

“le are continuing tine study of the probability of thore heing feodback systems
in the memory. To date, there arc scvi.ral other indications that they nave been
identified. .additional ovidence is boing sought from results recently obtained in

throoe new experiments,
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Conclusions:

This paper roports a new nemory model, whicih describes the flow off information
in the processing of cognitive taslis by numans. Information Theory, d.veloped by
C. Shannon (1), is used for quantifying the flow of information, .dditional theorecms
were developoed for improving the application oE?InfDrmaticn Theory to the model.
The retionale for the informat:on theorctic approach was that it cnabled a guantita-
tive description for human bchavior. The initial information valucs describe the

n the cxternal environment. These

B

obscrved hchaviors of humans who are doing a task
information measur.s ara then treatod by various thcoretic algorithms which enable

nTormation values for various !inown memory areas and
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processors of cognitive tasks. Zighteen primary and sccondary information measurces
are used for the identifications.

Twenty-two experimonts and studics were conducted in the development of the
mamory model, Thirte.n of them were resorted in this description of the model.
Txteonal and inte.aoal criterion tests woere done for dstermilning how its' cowmponents
and processes functionsd internally and how they rclated to external criteria. The
cxtensive toestin, o the wmodel was racilitated by the use of the common acasure
value called "it". The qualitics of the modol were deifined in order to test the
development criteria as beinzil) the basis of how "wveal world!" facts woere used to
rationally Yuxplain' why information values cxisted, 2) how model components int.or-
acted to ‘oxplain' Lasis number one, 3) how humans differed in behavior in terms of

information measurc valuoes, L) how the information values "explainced' psychological

studics on hehavior, maturation, and learning, 5) the extent to which achievement

o

1lirence indicators were '"related" to indormation measure values, and 6) how

[¢]

nd int

s
o

the foregoing could be used algorithmically to “discover" the nature of additional

processcs anc components in the model.

O
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The reszarcii approaci talcn in the develop:ont of th. model was basz.d on the

I
4]

followinz aspeets: 1) inforuati-n NEASUres were matnematically tested Jor theoretical
interpretations, 2) data of studics w.re treated for izentiSring pessible apsylica-
tive meanings ol wmcacures, 3) statistical te ng was done .or determining the
20ssible sisnificancus of those measures, L) new expoeriments wore desiagned with

a priori outcoucs sct to the expected model internretations, 5) colleetsd data wes
tested for sample interprotations in teras of eognitive actions, 6) now findings of
model functions wer: then retroactively tested For identitics in data of previously
treated oxperincnts and which contained corresponding meanings, 7) the acasures usced
in the number of oxpoeriments which were done “Yor criterion tests wore studicd for
devcloping indleators ol gencral cognitive processes, dif Jerences in cognition o
tas't processing and o7 human behavior in learning environients. The apprcachsmay
not seam to He "claan!" bHut the naturs o? the model #orew" in coapluxity in a way
which deficd discrete exporimoental practices. The model developed in a fashion wiiich
demanded many new stratogics for the findings, and these often defied a coordinated
design beecausc o the wany ways in which findin:s nceded to He tested and studied.

The aubhor rocognizes, and has proeviously stated, that the memory model is not

completed and will requirc sowme rorfinements. The development of new componchts

:‘

is not cexpected, bocausc the ‘indings and sub-findings presented hercin indicate
new criteria would be '"masked® by algorithmic systems of existing component inter-
actions,

The memory model is guite unlque with respoct to other models. This is a major

conclusion (001) as this model auantiifies the qualitics of wemory processes, where~

—— o rex ey

as others have not. The philosophy of the model is cxhaustive in its' relations to
humans, human behaviors in coznitive tasks, cogunition, and cognitive quality. The
technigues Cor coding ehaviors were selectively chosen Zor compatibilities to

heheviors and were oTten used in multinle treatments of the same observed behaviers.
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The memory docs have an ST and an LTIl and these model "arezs'' can e interprete:
inrformation theorctically as being tenorysul and memoryloss (002). Thure is consider
able cvidonce that these 'Marcas" play particular roles in the processing of types

ol cognitive tasks (n03). The nature of human ‘behaviers" in cognitive task process-
ing was partly defin:? and cortain information measurcs cnanle explanations of the
roles of the STI and LT in cognitive processes (ooly). It is guite probabl.. bt
structurcs of those "arcas! arc in some way involved in mcntal maturations (005).,
?iagetian type of studics arc now in progross to clarify information =measure rolation
ships.

The STHM "arca' of the memory dows utilize the "chunking" nrocess postulated by

Ge 4. Hiller (3). The CODI, CODE signal ratio.. Hyﬁx), and LTN memoryful informa=-
tion measurcs wore "deteeted! as being a part of that process (006), The LTH "arca
is a storazc arce of informational content but does not suvem to 3¢ zreatly involved
with attentional bohavior kinds of processes (007).

Various information measurcs were found Lo be '"ecorruspondent' to memory
components of models proposed by others (008). The CODI and signal ratio, is that
proccss most recontly suggested by .dtkinson end Shiffrin (34) and may be related to
the scanncr procass proposcd by Sternberg (29). The Sternberg ”comparatar'is
orobably the error corrcction factor; which is the equivocation information mecasurc.

Tho nseful information flowing in the memory is what others identify as that
information retrieved from the LIM or developed by processes in the 5T (009). The
information, called RiL, is also of another type which "relates" tue "old" inlorma-=
tion to the information being "formed" for a '"new" chavior action (010). The LTM
information measure is the informational "kernel' and is found throuzh LTM or STM
output processcs (011).

Arror -corraction ((Hy(x)) is called a factor vecause it operates as a

l”ccntrollcr” in the model (012), Tt is an information measure which has s inter-
<
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and-intra geographic "area" flow (013). The factor scems to functicn in decision-
mawing procusses (01L). The formation of a signal mussage or the 'decaving’ ol a
message in the STM "arcal is probably controlloed by the factor. It is also related
to the recognition of incoming memory messages and to the luvels and kinds of RI\L
information mcasure roles (015).

The memory is a noisy chauncl wiaich is crroxful (016). Several inforimation
muasuras of "moise!" (shared, in x, and in y), were found to be wmcaningfal in the
oparating (cognitien) model. The levels o noise in a “low process is related to
the input mossase and is generally indicative ol the kind of cognitive task being
processcd in the memory stores (017). Tt is 2lso a theorstic proof for kinds of
tasks sclectively treated in the LTH and the ST (013) This is secn in how hizh is
the noisc level in the memoryless condition, the desre: to which noise of input and
output is balanced, and the extent of the differcnce between the noise lovels of the
LTI and ST

The LTH measurc was previously mentioned as being the "kernel! informational
contont of the useful information (RE.L) in the message boing formed for an output
behavior, It is an indicator of the kinds of tasks being processed (019). The
1M measurc is cqual to the RUL information measure in the LTH, or memoryless
condition. This is the proof for it being the "kerncl® and that the LTM is the
isolated, "message-indupendent", lonz term memory store often hypothesized by
theorcticians and rescarchors of the human memory (020).

The =roup of followers of D. .usubel (LL) use the term subsumer as some kind ot
memory organization unit. It is guite likely that the LTI, memoryless LIM, RiiL,
{nformation measure is that "subsumer" unit (021).

Consacutive messa=zes are stored in the STM until they arc processed. The CUDEL
measurc is the siznal uscd for searching the LTI "file! Tor retrieving a "new"
message or for the previously mentioned STM nehunking" proccss (022). It is also a

o4
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measurement of the strentth of dependence natweon messase sequences stored in the
STM (023). whe strengbh ol depundence betwesn messanes served as still another proof
that an LTI or memoryless condition oxists in the uman memory (02L), Data was
triated on a computer te determine the llarkovian steady state. Subsequently, the
author derived a prood of the CODS role in deterwining the steady statc and an
opzratlonal deiinition for determining steady state for message processing rclation-
ships (025). There is some cvidence that the st.cnzth of dependence factor is
related to perception, aticntional behavior, and to the kinds, and degroos of success
obtainced in cognitive tasks being cognitively nrocesscd (026).

Humans ¢nzaszed in problem solving tasks can be ideubificd for their solving
characteristics; th: information measurcs and the naturc of the flow of information
in the memory (027). Tlementary and sccondary school aze children are distinguish-
able by tho valuus of LTH, strength of dependence, REAL (LTM) and noise factor
inrormation mcasurcs (023)., Telen and Moser recently supported this conclusion (LS, /7
The data studicd in other experiments or problem solving have also established the
validity of ti: conclusion. There is some evidence that tuese information muasurcs
alsc indicate luvels of success in training humens to solwve problems (029).

The previcusly mentioned information measu.es arce related to and can e usced as
indicators of, the recall and rccognition typus of cognitive tasks (030). Recog-
nition typcs of tasks arc processed to a greater extent in tho STM than they arc in
the LTHM (031). Recall tasks arc morc extensivoly rolatoed to the flow pathways of
the LTi{ than tho STHM (032), These memory "arca® roles in the processing of bask
information will be discusscd azain in this scction (sce below),

It was Jound that, using gram code systoms and term analysis, verbal messasces
flowing into thce human memory are processed in "phase spaces" (033). The structure
is perceived on a time level of flow and is zeometrically "accretionized", The

Q' -product is an embedding phenomenon (03L)., This kind of treatment also isolated
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attentional hohavior (038).  The atbenbional behavier of humans is directly related

2

to the STHM and is not larscly a rol: for the LTI memery compononts (036). The

information mcasurs valucs which isolated attentional behavior tund to indleate a

inal con-

b=ty

mecans for identifying montal maturation levels of aumans (n37). The
clusion, rcachd in structural analyses, is that the model component can be used to
deline "somantictd aspoets of dialozues an monologues (038).

The meaory model is directiy related to '"real world" activities. Sevural expuri
rents showed that the information measure values woere scnsitive to the environmental
suttines in which humans process behavioral actions and to thoe kind and degres of
perecptual inforuwation existing in the external world (039).

The hunan intelloct and its role in processing cognitive tasks is rilated to
the anounts and kinds of wemory components which "flow" in tae processing of informa-
tion (0OLO). This s aquit. strong and revolutionary conclusion. A4 classic study was
done o. six diffecrent oxperiments with the same adult individuals. The analysis

in thos: cxperimonts was also usod to analyzu groups of children

':—’L-
'fl'
O
e
o
o

nigque used
engagine in the solviung of scicence lnvestigations. The desizn approaches and
tvariables’ woere manipulated to isolate and identify human hehaviors, wavironment
suttings, content of tasks, kinds of tasks, parson qualitizs, and transmission
modalitics. This was done to estabhlish strons levels of relationsnlps betwswn

oxtornal and internal criterion measures. (ileven informatlon measures were Found to

e siznificantly related to M.T scores o7 adults or to acuicverent scores of

]

adolescont childrun. The relatedness tests of regression are not completed for all

of the 18 information moasurcs. The 11 measures which were found to be related are

Wiy Hye(y) R.D., CUDS, CODi ratio, REAL, H(x,y), NOISZ (in x), H(y),and Hy(x) of

wh.; memoryful condition; LIM and Hy(x) oi the memoryless condition (OL1).

Taformation measures were found to be relsted to tho intelligence of humans in

recall tbask procussing, but fewer measurcs were rolated in the kinds of probleom
]ERJk:asks which werc being processed by the humens. Six infermation measurces for both
o o e sgéi
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icinds of tasis wore Pound to boe significantly corrclated with MAT scores and
achiiovesent scores. Tests ol coefficients of corrcletion with 14T, indicatcd that
somas information m:asures processed in recall and problen solving tasks, wers of a
common vopulation. This characteristic is under study.

The, discovery o the memory modsl “eint relatud to w.xternal critsria measurc-—

monts was considored a major proof of the validity o the molel (Oh2)., Tt was con-

cludud tie inTormation theoretie components were in sowe way ‘'reading’ the saae
memory proccsses or human behaviors wnich ware also reslected in the intelligence

and, thoe cognitive processing cificiency os humans. The correspondencs ucanings of
those two types of measurcmcnts off human cognitive activities is boing explored. Tho
tentative conclusicn is that certain informatiovn processing components in the mod:l
ar: nrooably those memory processcs moru dircctly related to the intellect \DhB)

herein bentative-

=

ud

The rcador is cautioned to draw no greater infercnces than that onc

¢

ly advanccad.

The rogression analyses of model components and lAT scores chabled a means [or
studying how proccsses of information flow interacted in the memory. Data Trom
naveraze!' rceall tasks (scec finding six/ werc troated for the probability that the
intoractions werc of somc basic Tecdnack type. ‘fhe treatment rationale was to
agsumc a zero intellect influcnce had initial kick qualities, and #ain' loops
existed for change rates in tne processing ol information. The foedback systens
woere Ffound to operate between signal formation (CODE), error correction inlormation,

Py

and the KZAL information factor. The causal rolationship is helieved to be for one

memory process to influcncs another process; through influences ol two other

processes (2h4L). Three Foudbacit systems of positive and negative fecdback kinds

b

were found to be oi a zenvral feedback systen (QL). The loops of information flow
were found to relate STM processes with LTM processes (O45). The dircctlon and

is additional ecvidence for

m

SOntrél of information flow found in the feodback system
ERIC
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the proposcd structure of the moemory model (DLE).
*he forczoing cvidenco Jor Teodbach systo s in the mewory 1s supported by
other Ffindinzs. BError corrcction data of informational contunt from one of tho

exporinents coufirmed and demonstrated C. Shannon's (1) thworea for crror capacitics

in chanuels. . postulated the ideal limit would approximate one »it of corrcction
information for cach input bit. We found that many crror correcti MEASUres arc

processing closc to that limit in the human memory. The dialegue messages in a
study of 30 scicnce classroom lessons obtained a cuannel error capacity slope of
1.03 in thoe memoryful condition (0L6).

The afore-duscribed findings and the conclusicns drawn from thom are regarded
as a quite strong argumcnt that the momory wodel lists, derines, and describes
coznitive proccssing in human minds. TIts' quantification of the quality of wemory
processes through the ilow of information occurring in those proceusses 1s a
subtlety which can be casily overlooked, The valu:s of the information flow for
kinds of behavior messages arc of delinable ranges and limits, The large number of
studies and oxperiments donc in the wemory model project substantiated this claim
(sc. ippendices three through eight). 4 catalog of thcss information {low values

is in preparation. and it may have considerable potential for identifying, assessing,

and undcrstanding the meaninzs of task processing in learning environments.

The memory wodel is heing reported at this time, even though it is not
complote. The author deeided to roport it so other ruscvarchers may study it,
communicate querics and criticisms, and "join" the memory model project group in
further rescarch. We belicve tnat, cven at thisxstagu of complction, the model

has universal applications for describing human behavior and will ultimately be a

revolutionary means for interpreting when and how lcarning occurs in educational

practices. P
Q _
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ArPENDIX I
Description of _XDEleEﬂtS

(1) Information processed in verbal classroom lessons.

Thirty junior hign school Science lessons were selected to obtain a wide range
of percent ol teacher talk (26 to 98 percent). The taped dialogues were interaction
coded using a Parakh-todified Category system. .‘n average of l76 messaces per
lesson were coded, at an average of four seconds per message., The dialogues were
then treated to determine the amcunt of information processed by the human
participants.

(2) Information processed in non-verbal problem-solving.

Twenty-four schools in Western rennsylvania participated in the study. Children
were randomly selected from each grade level from one through twelve with each grade
represented in two schools, 4 total of 2L0 pupils were involved in the study.
Subjects were given the parallel electric circuit problem to solve, wherein they
were to complete a circuit consisting of a single dry cell, five wires, two 11 ght
bulbs with receptacles, and a single-throw switch. The completed circuit was to be
such that both bulbs 1lit and when one bulb was unsc swed the other bulb remained 1lit.
The manipulative actions of the humans were systematically recorded. Information
measures were then determined for each group of children at each grade level,

(3) Information processed in verbal group problem-solving (abstract), high

school level.

Five female bilolcgy students were randomly selected for the experiment. They
were given a written problem statement to solve. The problem was that two children
left Cleveland, Ohio and went on a vacation to Denver, Colorado. There, they
became ill and on returning to Cleveland, were again well. The subjects were asked
to enumerate the possible causes of the illne55; and then to "discuss! each cause
separately. The subjects "ldentified" the causes as being pollution, plants,
homesickness,and altitude. The audio-taped dialogue was term analyzed and then
was analyzed using the Parakh-modified (23 interaction category system (63 differ-
ent codes). Each %opic block of codes (term or category) was placed in a matrix and
treated for information theoretic measures.

(L) Information processed in lnterpretlng concrate science ob]ects bv "concreté

and "formal" operational chlidrEﬁ.’

Children aged 6 through 12 years participated in 12 experiences with science
phenomena of thermal expansion, the radiometer, magneto-generator and chemical
solutions. Each experience was conducted by a different science teacher, on a
one-to-one hasis. The 20 minute "interviews" were audio-taped and analyzed using
modiiied Parakh interaction analysis category system (63 code labels). Each
dialogue tally was sequentlally entered into a matrix and treated for information
theoretic values.

(5) Information processed in a chained recall task, number one,

Thirfeen graduate sclence educabion (secondary science,) students participated
in the experiment. Three of the subjects listened to a five minute statement on
steady statc conditions for information processing. The statement had been
originall Ly designed for a variety of 30 different terms. It was verbally processed
for a maximum of H (X) relative entropy (91.95%) and to have a problem-solving level
of error correction information., Two subjects were then selected to serve as
initiators of a chain of information transmission., The third subject was told to
"forget" about participating in the experience, The two chain initiators were
asked to prescnt a monologue of what they had heard to another subject. These
subjects were given {ive minutes to verbalize what they had heard. In this manner,
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Aippendix I (Continued)

the chain links were processed through a length of [live subjects, and the last one
"spoke" to a tape-rccorder., On the completion of the two parallel-onerating chains
of 3% minutes in length, the third source rocelving subject was asked to initiate a
chain. That chain had a length of three links. The monologues of the subjccts

were each term-analyzed and these were placed in a matrix. Then each matrix was
treated for information values. The subjects of the recell expcriment were then
given the Hunt Conceptual Level Test. The test responses were treated using digram
code labels from a modified Parakh Category System. These tallies were also treated
for information theoretic values.

two.

Fifteen graduate sciencc education (elementary and secondary science) students
participated in the experiment. They werc selected on the bhasis of previous find-
ings of their having processed information in other experiments, Seven of the
subjects listencd to a specially designed verbal statemeut. This statement was on
an audio tape and had becn used in a similar experiment four months ago. The source
statement is described in Ixperiment Wumber Five. Two of the source rececivers
(subjects) were then sclected to initiate a recall chainl6), A chain is the
sequential "passing! of information from one human to another (described in the
preceding oxporiment description). When the chaln was terminated, cach of the
fifteen subjects was asked to write a statement of W?Et they had heard. They
were given 18 minutes to complete this recall task(7 . Dach statcment was term-
analyzed and placed in a matrix. Then information theoretic values were calculated
for cach subjects' output in the chain recall and delayed recall tasks. It should
be noted that the delay in recall involved 30 minutes for five subjects, 25 minutes
for two subjects, and a range of 20 minutes to zero minutes for cach of two remain-~
ing students.

(8) Information processed in an abstract problem-solving task, college level,

Tach of 18 graduate scionco education students were asked to solve an abstract
oroblem which was on a typed page. The problem involved an incestuous relationship
between nine pcople who had greek-letter names. The subjects' were to take the
role of a court judge deciding on divorce proceedings and custody assignments. The
problem statement was 224 words in length., The term location and wording sequences
of the statement were specially constructed to establish a source which was a
problem. The criterion was a maximized error correction level. The subjects each
speut five minutes verbally "solving' the problem., The audio-tapes werc term
analyzed and comparcd to the terms located in the source (87 terms and a varicty
of 26). Each subjccts! output was placed in a matrix and treated for information
theoretic measures.

(9) Information processad in a recall task (abstract), college level,
number one, - T ' T S

A 600 word passage was read to a group of 15 graduate science educa®tion
students (elementary and secondary science). They then immediately spent 18
minutes writing what they had heard (based on a time study ratio of writing and
speaking rates; for hearing a five minute passage). The source of the content
was abstracted to an article by Robert L. Sinsheimer ("The Brain of Pooh: An
Essay on the Limits of the MMind," American Scientist, Vol. 59, No.,l, pp. 20-28).
The written statements were term analyzed. Each subjects' tally of terms
(sequential) were placed in a watrix and treated for information theoretic values.
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Appendix I (Continued)

(10) Information processed in a rccall task (abstract), college level,
nunber two. T T - ,
Ninetoen graduate scicnce cducation students (elementary and secondary scicnce)
were asked to write about "What is scicnce learning". They were given 15 minutes to
writc the statement. Rach statement was term analyzed and thesc were placed in a
matrix for determining information theoretic values,

(11) Information proccssed in a recognition sorting task, coliege level.

Seventeon graduate science education students (elementary and secondary science)
participated in the cxperiment. They were shown an overhcad projection of fifteen
colored geometric objects. These were of four colors and included squares, circles
and triangles (equal and right-angled). The desired state of affalrs was to record
clements (by number labels) of sets of figures (or colors; with a miniwum of three
clements per set, The sequence of clements and sets were scored on the basis of
match and non-match eritcria. These two groups of cntries were placed in matrices
and treated for information theoretic measures. Then cach subjects' total eutries

tion theoretic procedures.

(12) Information proccssed in non-verbal problem-solving, with training

gloctric circuit, college level).

Fifty—soven studcnts enrolled in a general education ccllege science course at
Tndiana Univorsity of Pennsylvania participated in the study. The students were
randomly assigned to attempting to solve two tasks., These were the three-way
clectric circuit and parallel ecircuit problems. Then, depending on success or
failurc in the problem, they were given a ten-minute training in the clectric
cireuit problem. Following the training, they were again given the throe-way
electric problem. The sequences of connections made in cach of the "solving"
nrocedurcs were cntered into a matrix, These matrices were then treated for
information theoretic measures.

(13) Information processed in laboratory and non-laboratory group problem-
solving, scventh grade. S o o )

Eighty children (in two local schools) were randomly assigned to twenty
groups. The children were enrolled in a sclence course using the text entitled
The Interaction of Man and the Biosphere (Rand-McNally). The groups were, randomly,
assigned to complote investigations on the anatomy of the digestive system and
location of food in a germinating sced. The groups were then randomly assigned to
work in a laboratory setting or with no aids cther than the toxtbook description
of the investigation. The laboratory and non-laboratory scts of groups engaged in
thoe experiment at the same time. Both setting groups were audio-taped and those
were term-analyzed. The children also auswered the text questicns for the
investigation. Thesec were scored by three teachers of the course. The matrices ol
the dlalogues (terms) were treated on a computer (GE) for stcady-state leovels of
independence.
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APPINDIX II

Information Theorectic Mzasurcs

Actual Information: H(x) The cntropy or the information of the source of
' T nessages: H(x) = = > p logp p+...

Bit: .\ contraction of the words binary digit: a unit of the amount of informa-
tlons the awount of uncertainty; one bit is the amount of information
involved in the choice between two equally probable possibilitics,

Channel Capacity: The capacity of a communication channcl is equal to the
"~ number of bilts per second which can be transmitted; when
in a noisy channel is influenced by cquivecation.

Code: The filtering-out process- .iccording to the Moscer Model, the brain will
process the incoming messagc as a signal Jor information development and
retricval.

Percent Code Reduction or Code iLrificiencys .. lilt;rlng out or chunking process.

T Tccording to thu Moser Model, the amount of Hy input in the code signal
used for a match in the long term memory rotricval scarch, or for forming
a short term mcmory oriented message.

Conditional Lnformation or Dependent Information: The uncertainty in the
“Treoccived signals ii the message sent be known, Lxpressed as the un-
certainty of y, lmowing x5 Hy(y) = py~ i p logs, pt.

Equiveocation: The uncertainty as to what symbola wore transmitted when the

reccived symbols are known: a form of noise (H,(x)); has an error
corrcction function in a transmission channel,

Information: . logarithmic measurc of the improbability of a message in a given
“situation; thc uncertainty or the cntropy of a message.

Markoff Chain: .\ special stochastic process in which probabilities arec
dependent on previous events,

Jdaximum Information: (Hpax) The VaTlPtY of cells used in a matrix, assuming
all items are cqually probable in having occurred.

Memory: The storage center of the brain, .ccording to the Moser Model, the
Short Term ﬂ;mory and the Long Tsrm lMemory have dif ‘erent ;unctlons

STM processes incoming 1nfornatlon with the use of the Comparator and

interacts with the LTH for developing ncw inflormation nessages.

Noisc: The portion of a transmission channel which is spurious, or in the
7 Moser Model, it is the Ynon-useful'" information. The two components of
noise are Hyy and ny.

Percent Noise: The portion of the transmission channel which is spurious,
errorful or; which is not uscful information,
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Noise in Input: The amount of spurious inTormation in the input messages in
o transmission channcl or aicmory model,

Real or Useiul Information: The amount of information which is not spurious or

) “ThT usc.ul information flowing in the channcl. .ccording to the ioser
Model it is the Code message signal plus that retrieved rfrom the long
torm memory. 1f an STM oriented message is formed, it is a "chunk" made

up of CODE plus LTM-ML,

sercent Real: The portion of a transmission channel which is usefuljconstitutes

Tho ornel for an output message,

Rzlative Zntropy of X: The relative uncertainty or the amount of information in
the cholce of the sender.

Conditional Relative .ntropy: Hx(y) R.E.: Tho amount o information in the

TSicond mossage with rospect to the total possible information, when the
{irst moessage 1s known,

Sharcd Information: The amount of information shared by counsccutive x and y
mcesascs in a transmission channel. Expressed as H (x,¥)

Steady Statc: i condition in the Moser Model referred to as Memoryless; i
condition in a finite Markoff Chain wherc the probability of a given
state will Le almost independent of the initial state.

Steady Statc Ianformation: The information in an event when it has no
. dopendence on the event preceding it.

Strensgth of Dependence: The numerical degre: of dependence between x and y

e SVenEs in a Martovian Chain. In the Mos:r Model, it is the amount of
code remaining at steady state.
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APPCONDIX ITI

Code Signal Ratios in Ileven Bxperimcntsit

Bxp. 1. Classroom Dialocues CODEX
Monogzram BLe7T
Less tihan 70% teacher talk 8384
More than 70% teacher talk L9295
Digram 712
Less than 70, teacher talk 712l
Vore than 70% teaciner talk L7727
Trigram . 6060
Less than 705 teacher talk .5970
Morce than 705 teacher talk L6119
Lxp. 2. 3lecetric Circuit Problem
Succass . 3583
grades 1-6 <L455
grades 742 .2835
Failure .2345
grades 1-6 .213L
grades 7-12 .2522
Exp. 4. Interpretation of Phenomena
Monogram )
6 Yrs. old L0598
8-10 Yrs. L0717
12 Yrs. .0235
6 and 12 7rs. old 016
Digram ‘
6 Yrs., old .1002
8-10 Yrs. .188Y4
12 Yrs. .0338
6 and 12 Yrs. old L0945
Trigram
6 ¥Yrs. old . 2994
8-10 Yrs. 3639
12 Trs. . 3162
6 and 12 Yrs, old .3078
Sxp. 6-11:
Average Recall . 7172
Average Problem Solving L5947
3 B i
See Appendix I for descriptions.
1

"To be read as bit per input (H(x)) information,

€'
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Appendix IIT
Continued

Reecall:

Ixp. 7. Delayocd Recall

Txp. 9. Recall of Passage

Exp. 10. 7rce Recall

Problem Solving .

“xp. 6 Chaine’ Recall

xp. 8 Ahstract Problem

ixp. 12 Nou-verbal Jroblem Solving,

Bxp. 11 Classilication Sorting

with and without training
electric clircuits:

a) Pre:
b) Pre:
Post:
c) Pre:
Pre:
Post:
d) Pre:
rre:
Post:

ixp. 13 Laboratory and Non-laboratory

3-Yayt: Success
3-Way: Failure
3-vlay: Success
Parallel: Success
3-klay: Fallure
3-Way: rfailure
Parallel: Tailurc
3~Way: failure
3-day: Failure

Investigatlions

Total

Non-laboratory

Laboratory

snatomy Topic

Secds Topic

i

i

b

1

To be read as bit per input bit (H(x)) information.

See Appendix I for descriptions,

copEt
6939
.6956
L7526

595
. 5860
.6036

.L790
.2033
. 3866
,1858
.1151
L1520
.1170
L1501
,169L

L] 5007
L1850
.5155
.5525
.LlL90




APPZNDIX IV

Error Correction Information Factors Processed in Tasks and Amounts
of LTH Informavion in Memoryful and Memoryless Conditions

Experiment Number™ Input,treated by Proportion of LTH IN:3 LTH in Hemoryless
Trror Correction Hemoryful Memoryless Level; not in Ml (%
Information?
(1) Classroom dialogues
a)lonogram:
Less than 527 T-Talk L177h 5717 .4283 0
b)Digram: L0913 4879 5121 Nolval
¢)Trigram .0l59 . 3715 6235 11073
(MONO)Less than 52% T-talk 3069 L6819 .3151 ")
52~705% ,5168 8316 1651 ¢
70-805 5211 5191 11809 G
80-90% .2053 1910 <5190 035k
90-99% 8535 .500 11996 C o
(DI) Less than 52% T-talk 2263 1917 5083 0327 T mm
52-70% 1769 6016 398l C
70-80% L1297 5367 1633 C
80-90% . 2668 .he62 5338 L1269
90-99% .6565 4510 .5L90 <1787
(TRI) less than 524 T-talk .2239 .3582 6118 )
52-705 .1885 . 3602 +6398 . L2
70-80% L1848 .3616 638l L1336
,@.Dl,m_,,@ﬁm - u.mm.”_.. ) . w@.ﬂ _N . _&”_,..Nw . W.&,QD
90-995 U751 .3878 6122 . 3666
(1) Experiment descriptions are found in Appendix I
(2) To be read as entry of error correction information (bit) per input (H(X)) bit of information.
(3) Interpreted as percent of total of information in original and independent levels,
OB
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hppendix IV
Continued

Experiment zz%@@dH

(2} Electric Circuit Problem
Success:
Jrades 1-6
Grades 7-12
Failure:
Grades 1-6
Grades 7-12

(3) Verbal prob.solving (trigram)
Block one (causes)
plants
pollution
homesiclkness
altitude
total

(3) Verbal prob.solving (term)
Block one {causes)
plants
pollution
homesicimess
altibude

Input, treated by
Irror Correction

Proportion of LTH %z“w
Memoryful  Memoryless

Information?
5675 2951 . 7049
5076 1103 8597
.6257 223 STTT
6807 .5000 .5000
L7823 L5619 11351
.5698 Li53 25547
3917 2376 762l
Lo 1086 891
L1623 .1096 .8902
. 2082 .1858 012
. 3180 <1667 .8333
1523 .2897 .7103
1978 1332 .8668
1405 .4085 .5915
.1965 .2363 L7632
3936 . 3089 6911

(1) Zxperiment descriptions are found in Appendix T

(2) To be read as entry of error correction information
(3) Interpreted as percent of total of information in or

IR

LTi in Memoryless
Level; not in ML ()

581l
1723
<2426
0
0

1973

.6883
8781
8767
7719
.8289
5923

70
-68-

.0905
.8L6l
.309
L6898
5531 .

it) per inmput (H(X)) bit of information.
inal and independent levels.

Aruitoxt provided by Eic:
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Lhppendix IV
Continued

1

Fxperiment Number

(L) Verbal prob.solving
(Piagetian):

(5)

ifonogram:

& Yr,

8 and 10 Yr,
12 Yr,

& and 12 Yr,

Digram:

& ¥r.

8 and 10 Yr.
u&aN H.H..,-.

6 and 12 Yr.

Trigram:

6 Yr.

g and 10 Yr.
12 ¥r,

6 and 12 Yr,

Chained Recall, nwmber one

a) Tiecall
b) Hunt Test

(6 and 7)

Chained and delayed recall

6) chain
7) delayed

(5,6,7) SOURCE

(1) ix
(2) T
(3) I

Ixperiment descriptions are

Input, treated by
Irror Correction

Taformation?

.T120
L5362
.7802
,Thé1

5720
. 2209
5760
L5740

.5920
L1638
L0628
5270

.2826
L1695

3511
.2332

. 3466

found in .\ppendix T

Proportion of LIM Hg"m

Memoryful Iemoryless
5625 L3715
.5322 L1678
5550 150
1787 5213
L7043 .5257
L] WWE@ - @@mm
1328 5672
L3262 6738
. 2700 7300
.2572 L7028
1182 .3088
12L6 8754
082 .9518

ITY in zmsaﬁmemm
Level; not in ML (%)

OO oo

L0820
.0978
3479
.2372

6896
.5159
6301
6538

7637

8604
8986

- w,%w

To be read as entry of error correction information (bit) ner input (H(X)) bit of information.
Interpreted as percent of total of information in original and independent levels, .

O
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Appendix TV

Continued
Experiment Number~ Input, treated by Proportion of LT s> LTH in Memoryless
Error Correction Memoryful  HMemoryless Level; not in 1 (%)
Information
(8) Absbract prob.solving A
a) actual . 3889 0880 9120 .8985
b) SOURCE . 3963 L1101 .8859 8712
(9) ibstract recall, one (Brain)
ajactual . 2658 L0l76 .9524 .5038
b) SGURC: «2979 01Ok .9836 9836
(10)ibstract recall, two (Sci.) 2510 OLL9 9851 1,0167
(11)Recognition sorting L3321 L1530 .5hT70 ,1022
(12 )Non-Verbal prob,solving, with
or without training (electric 01 |
circuit) | T m.r
a) Pre: 3-way: Success 1596 .6L%h . 3506 t
b) Pre: 3J-uay: Failure L7303 .56207 3793
Post: 3-way: Success 1821 .8L68 1532
c) Pre: Parallel: Success L7268 6675 3325
Pre: 3-way: Failure L8200 L1286 yann
Post: 3-way:Failure L7735 .6270 .3730
d) Pre: Parallel: Failure ,8031 ,3089 S L1911
Pre: J-way Failure .76k5 7283 <2717
Post: 3-way: Failure L7305 . TOBT <2913

(1) Experiment descriptions are found in Appendix T |
{2) To be read as enbry of error correction information (bit) per input (H(X)) bit of information.
(3) Interpreted as percent of total of information in original and independent levels.

Aruitoxt provided by Eic:
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appendix IV
Continued

Experiment Number

1

(13) Laboratory and Non-laboratory

task

. processing:
Laboratory (B9 1)
Non-laboratory(5l.2)
Anatomy topic (90,6)
Seed topic (50,0}
Seed~] sboratory (85.0)
non-laboratory (15.0)
Anatomy-laboratory (93.8)
non-laboratory (87,5)
Source Text:
anatomy
seeds

Input, treated by
Error Correction
Information?

4392
Li7h9
L1190
L1951
Nityal
522
12
L1252

.3L77
. 3155

(1) Experiment descriptions are found in ippendix I |
(2) To be read as entry of error correction information {(bit) per input (H(X)) bit of information.
(3) Interpreted as percent of total of information in original and independent levels.

#iverage scores of answers to text topic questions

Proportion of LTH IN:>

LTM in demoryless

Memoryful  HMemoryless Level; not in ML (%)
+1601 8953 8094
+ 1162 .8638 .8486
1126 .B87hL .8732
1761 8239 7836
1922 .8078 L7613
1602 .8398 .80kl
.1259 L8711 .3323
.0988 L9012 925
.1035 .8968 .B33L9
.1305 .8695 .B8L99

O
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APPENDIX V

Regression Coefficients of Error Correction Information
per Input Information in Transmission Channels
in Memoryful and lemoryless Conditions

Bxp. 1. o . — —_
Classroom Dialogues rxy ax ay byx X y y/x

A. MONOGRAM (N=i@) ,
H(X) sHy (X ) =2t +, 9373+ . Th5k ~1,9875 +2.6699 . 783 +.103 21315
H(X) :Hy (X)~SE +,9996:% .6865 ~2,3878 +3.3539 .783 +,238 . 3039

B. DIGRAM
H(X) :Hy (X)-ML  +,9073%  1,7L47Lh  =3.0451  +1.72L7 1.6
H(X) :Hy (X ) -1+ +,9370% 10,5917 -3.7860 +2,3936 1.6

63 ~.177 0
63 +,19L45  .1169

C. TRIGRAM ,
H(X) :Hy(x) MY +.8838%  2,5180  -3.2978  +1,1LL0 2,787  +,1920  .0638

H(X) :Hy (X)-SS +,9091% 2,676l -1.6990 +1,7711L 2.787 +.2370 L0850

EXpPa. 2. ,

Tlectric Circuit (N=12)

A, Success 1 B o .
H(X) :Hy(X)-M" +,5508 2.5002 ~3.L986 +1.8356  2.7589  +1.5656 .567L
H(X) :Hy(X)-SS +,9936%  1.9893 -5.7821 +2,9211  2.7589  +2,2769 .8252

Failure ,
H(X) tHy (X) -1+ +.712L% 22,0701 ~1,5857 ¥1.2287  2.8735  +L.9LL9 .6768
H(X):Hy(X)=88  +,9536% 11,9970  ~5.1985 +2,7183  2,8735 +2,6205 .9119

s
L

TXpe 4

Interpretation of

Phenomena

A, MONOARAM (N=11) ,
H(X) :Hy (X)~M1 +.8967%  1,1380 ~2.79L6 +2,6191 1,429 +0.948  .663L
H(X) :Hy(X)~5S +,9993%  1.0575 -3.1342 +3,0093  1.L429 +1.116 . 7809

B. DIGRAM
H(X) :Hy (X) -1+ +,9065%  2,0399  ~7.2091 +3,6106 2,239 +0.875  .3907
H(X) :Hy(X)-88 +,9591%  1,9572 ~6.17106 +3,3165 2,239 +1,015  .L533

C . TRIGRAM
H(X) sHy(X)-Mt  +.9205% 2,8542  ~L.9800  +1.,8(85 3,360  +1,076 .3202
H(X) :Hy(X)-8S  +.9807%  3,0219  ~7.7103  +2,5629 3,360  +0,901  ,2681

Exps 5.

Conceptual Level

Test (N=13) .
H(X) :Hy (X ) -ML +,8293¢ 1,385 ~.829 + ,810 2,242 +1,058 L4719
H(X) :Hy(X)-S8 +4 6508 2,0LL ~5.663 +3,194  2.242 +1,499 6685

Exp. 5.

Chained Recsall #1

(N=13) , ,
H(X) sHy (X)-M:  +,239 3.371 +,626 + ,1160  3.902  +1,078 2762
H(X) :Hy (X)-85 +,957% 1.4a 1,534 +1,256 3.902 +3,300  L8L57

¥ Significant at 5% level in descending order:
©  0.361, 0.576, 0,602, 0,553.
ERIC 4

Aruitoxt provided by Eic: E
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Appendix V
Continued _ _
rxy ax ay byx x ¥ yv/x

Txp. 6.

Chained Recall #2

(N=10) 1 ) ,
H(X) :Hy (X) :i1 +.,5780 3.5798 -1, 0769 +1,3992 3,9158 1,3996 ,3576
H(X) :Hy(X):55 +.2371 3.5403 +1,0983 +0,L016  3.9138  2.6700  .6322

IXp. Ta
Delayed Recall (WN=15) i ) :
H4(x) :Hy (X)) vt -.2971 L7793 2.0332 - .1973 L.2L68  1.1932 2809

H(X) :Hy(X):S8 +.8199%  2.3LLL -1.6757 1.1873  L.2L68  3.3665  .7927

ZxXp. B.

Abstract Problem

Solving (Gamma). (N=17) 7
H(X):Hy(X):M-  +.,0088  L.2591  +1.6L36  + ,0086 L.27Lk2 1.6803  .3931
H(X) :Hy (X) :SS +,5768:%¢  2.8LL5 + 8900  + ,7235 L.27h2  3.2187  ,7530

il

Exp. Fa
Recall (N=15) , , i

H(X) :Hy (X) st +,02U40 3.960L + .9959 + ,0130 L,0069 1,0479 .2615
H(X):Hy(X):S8  +,958L*  1,6033  ~1.7147  +1.2L79  L.0069  3.2855  .8199

Exp. 10, 7

Recall (3=18) 7 , ,
H(OHy (X)) - LU39  5.2307  ~3.6L88 - .520k  L.79h7  1.1537  .2Lo6
H(X):Hy(X):5S +,7623%  3,1090 ~2,5118 +1,3262  L4,79L47  3.8L69  .8023

xp. 11,

Classification

Sorting (N=16) 1 7 ,
H(X) :Hy (X) M~ +,2072 3.5755 ~2,2127 + 9463 3.8377 1,5043 L3919
H(X) :Hy(X):38 +,5583%  2,8432 - 7504 +1.,1597  3.8377 3.7001  .96la

Axp. 13.

Conducting Investiga-

tions (N=20) 1 ,
H(X) :Hy(X) - =.1693  3,3697  +2,1355  ~ 0799 L.0206 +1.8143 ,L512
H(K):Hy (k)88 +.9828% 1,3690  -1.4035  +1.1046 L.0206 +3.0380  .7556

¥Sionificaut at 5% level in descending order:

Oi632§ OiSth OFLLBEE 0-51)4, OQLL68; O-h—S?; DQLLLI-LL-
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APPENDIX VI

Regression Analyses for Problem Tasi Processing of

Investigations by Groups of Seventh Grade Children

by Score Earned in Laboratory and Nonlaboratory
Settings (Experiment Thirteen)

Scorel, as X CN=27(5)77=7 Xy ay byx x 7 v
H(X)-itt +,59802  3,50L46 +,6120 L. 021
Hy(Y) R.Z.-ith
CODE-it + 16947 1.L392 +,7L67 2,039
% CODE-I- +.57172 .3963 +,1230 .5007
a) HON-LAB. (N=10) +,6068 L3971 +,1135 .5125 . 4850
b) LAB. (N=10) +,133% ' .8938 .5165
¢) ANATOMY TOPIC (N=10) -, 3181 ‘ 9062 L5525
d) SEIDS TOPIC (N=10) +.5672 . 3829 +,0827 .7000 .LL90
REAL-M +,61342 1,581k +.7787 2, 2066
a) WON-LAB. (=10) +,69897  1.5L77 +.9323 2.1L17
b) LAB. (N=10) +,2986 2.2920
c) ANATOMY TOPIC (N=10) -.297L 2,5180
d) SEEDS T0PIC (N=10) +,76117 1,5827 +.5205 1.8950
% REAL-MY +.4212 . 3659
LTH- +, 0661 1680
% TTM-ME ~.0652 .0822
H(X,Y )t rlli322  5,6517 +, 14370 640226
NOISE: IN X-Mt ~.6L912 5545 -.121L 570
a) NON-LAB. (N=10) ~.6133° 5505 -.1229 L7152
b) LiB. (N=10) ~.63633 6557 -, 2179 .L392
¢) ANATOMY TOPIC (N=10) +,1307 1287
d) SEEDS TOPIC (N=10) ~.6081 .5561 -, 0763 .951

IScore average was »7030 -
259 1evel of significancer(N=—20) is 0.LhLhL
) i
'EIKTCS% level of significance (N=10) ig 0.632,?6
~Th~



¥ Appendix VI

Continued

=%y ay byx % v
Hy ()11 ~.0167 1.81L
H(y )it +.5593° 3,732 +.3667 11,188
DEFENDZNCE ~.302L .000593
ROAL-SS -.0228 .982L
% RCAL-SS
LTM~8S +,0022 9820

- Score average was ,7030

2 55 level of significance (N=20) 1is O.Llh

Q. 3 5% level of significance (N=10) is 0,632
o




. i F.—PZI{D E V ]:[

Regression .inalyses for Cognitive Task Processing by
adults, by Score Zarned in Niller Jinalogies Test
2 ¥ i = =)
in 3even Ixperiments™

(Miller .nalogies Test as %)

xperiment and H-mueasure Xy ay byx x %

(5) Chained Recall, number

one (W=12)
H(y) R.2. : ~J 72228 -.0027 55,25 3561
cODz +.L3772 Kaleral L 2.7132

Average for six experiments

(numbers 6,7,3,9,10,11) and

=13
H(x) +.2653 , SL.76 L.32hl
H(x) R.Z. +, L1609 ~.8725 .0008 5476 .3158
He(y) R.I. ~.5l52 -.8073 -.0217% L .3902
coDpz= +.h722 2.1677 .N203 " 2.8l12
% CODT +.63762 5271 .0033 n 657l
% REAL-itt +.7063a . 3611 .0023 n 514
LT~ ~.3281 " .0385
SLTH-11+ ~.hlio1 .07L3 -, 0006 i L0403
RiZ.L-SS ~.Lihé0 1,263 ~.0079 m .3192
% RBAL-SS ~ Ll L1448 ~.0009 i .0L52
WOISE IN:Z-iit -.62072 .LLol -.0022 L L3211

Average Recall, for

three experiments

{numbers 7,9,10)

and N=13
H(x) R.Z. +,60092 .8526 .0011 5L.76 9129
Hx(y) Rz, ~.72272 .50L3 -.0027 " . 3565
CODL +,65143  2,2002 .0203 " 3.3118
% COIE +,81178 .5L93 .0033 " . 7300
REAL~PH +,73288 2,1523 .0212 " 3,313
§ REal-Mb +.8L282 3379 .00LS5 n 0.58L3
LTt +,0263 " .0282
¢ LIM-ME -+ 3159 , y .0257
RZAL-SS ~-.57558  1,.LLSL -,0108 L .8553
% RoAL~SS +,2617 " ,0982
NOISI IN: X-it ~.32468 LLL53 ~.0023 I . 2616
Hy (o) <14k .32Lga 1.9336 -, 01l " 1.167
Hy (x)-58 ~. 2866 3.625L

¥or desc.iptions of experimeunts, see appendix I, numbers 5 through 11

aSignificant at 5% level for descending order of above testa: 0.576 (12), 0.553 (13)
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Appendix VII
= Continued

(Miller Analogies Test as x)

Txpariment and H-leasure rxXy ay byx x I

Average Problem Solving, for

three experiments (numbzrs

6,8,11) and =13
H(x) R.E. +,1006 .9203
Hy (Y )R.E. ~.1670 .11398
CODE +.0l17 2.h128
% CODA +,1192 L5797
Rl L-Mt +,0063 2.5h30
% REAL-~MY +, 2606 L399
LTM-1 ~.1397 .1183
% LTM-ML -.2113 L0567
REAL-S. S. +.0328 . 7658
% RBEAL-S.S. . -.1056 .0907
NOTSE IN: X-Mt +,0005 . 3828
Hy(x)aMl ~.1150 1.5997
Hy(x)-8.8. +,0103 3.3769

Exp. 7. Dclayed Recall

(N=11) - ,
H(x) R.:Z, +, 1,027 .B3281 .001L 55,09 .90L5
Hy(y)R.E. -.5361 .5921 .0037 oo . 3875
CoDD +, 1606 1.7227 .02L5 " 3.0710
% CODE. +.5825 L1656 .0039 " 6832
mAL-ML +.5500 1.756L .02l " 3,0850
& REAL-ML +.73782 . 2509 ,0053 " .5l
LTM-M" -, 2165 L L0876
% LTM-ML ~.1308 it L0311
REAL-S.S. -.3L37 " «508L
% REAL-8.8. ~+ 3633 " .1081
NOISE IN: x-ML ~.73362 5109 -+ 0039 " . 2950
Hy (x) -1 © -,8312a 2,13L6 ~,0158 L 1,2610
Hy(x)-8.5. +,3Lh21 3,4338

Zxp. 9. Recall of Passage

(N=11) o
Hye(y) R.E. +,1265 .3673
% CODE_ ~. 0340 . 7306
REAL-ME +.1133 . 3.1117
% REAL-M- +,0757 .5891
LTM-ME +,076L ,0351
¢ LTM-M* +, 2884 L0156
REAL-S.S. +.3053 . 6680
% RTAL-S.S. +, 22145 .0813
NOISE IN: x-M: -, 0668 . 2560
Hy (x)-itt ~.03lk 1,052k
Hy (x)-5.8. ~,0358 3.L956

7.



dppendix VIT
Continued

(Miller analogics Test as x)

Zxperiment and b-licasure Xy ay byx x v

Txp. 10. "Free" Reecall

(N=13) -
H(x) R.2. +, 70992 0.80L1 .00196 Sh.76 9114
H (y)R.I. ~. 76682 ~.3919 ~.0113 " .2732
COD= +,7825% 1.7000 .036L " 3.6932
<CODE +, 70102 .5028 .00L7 L L7602
REAL~1" +,73672  1,5675 .038L l 3,671
% REAL-ML +,729L% . 2060 ,0075 " L6167
LTM-M +.198) " ~.0222
% TTM-ML ~-.14B30 it L0271
REAL-S.5. ~.6718%  -2,0570 -,0203 " .oLsh
% BTAL-S,S. -.0345 n .0993
NOISE TN: x-M‘ -.67792 .5573  ~,0057 " .2ls1

Y(x)—Ni ~.65763 2.501%3 -.0243 L 1.1700

Hy(x)-5.5. .OL2k " 3.8959

Exp. 11. Classification

Sorting (N=11)
H(x) R.E -, 060) . 9850
%JY)R@- -.1519 212
CODE +,1432 2, 2100
% CODE +,1Ll2 L5748
REAL-ML +,0735 2,3236
% REAL-1M1 +,3110 293
LTM-11L ~.1843 ,1136
% LTM-L ~. 2637 0513
REAL-3.5. +,05)2 : L17h
% R2AL-S.S. +,0092 L0156
NOISEZ IN: x-i ~.0704 . 3950
Hy(x)-Hl ~,0768 1.52LL
Hy (x)~8.5. ~.0299 3.7315

Txp. 3. abstract Problem

Solving (N‘l})
H(y) R.. +.0li26 5k, 76
ronu " 2.7210
% CODD ~. 79962 .9365 ~.0060 " 6097
REAL-MY -.1119 L 2.8396
¢ REAL-ML ~,0719 n 63l
LTM-ML ~.0778 t L1178
¢ LTM-ML ~.0107 " .0L93
REAL-S.S. -,0870 L 1.0501
% REAL-S.S. ~.1258 n 1193
NOISE IN: x-ML +, 1141 L « 3637
Hy (x) -2 +,0738 n 1.6326
Hy(x)ns S. +,2913 " 3.3935

aSiguificant at 5% level for descending order of above tests:0.553, 0.602, 0.553
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Appendix VIT
Continuved

(Miller asnalogies Test as x)
wxperiment and H-Measure XY

“xp. 6, Chained Recall (N=7)

Hye(y) R, -.78112
COD= +.7007
% COD, +,6225
REAL-M" +,8L7L%
% RiAL-M— +,80012
LTH-M- +.076L
% LTM-1T- ~.3036
REAL-S,S. -.1157
% RI.L-5.S. -, 2167
NOISE IN: x-M* ~.7828%
Hy(ﬁ)!ﬁl éi73u9
Hy(x)—S.S. +,7365

iy

L7L72
L68L0
.2533
LO05LL

2.8596
1.9372

byx

-.004L9
+,0283
+, 0055
+.0333
+,0066

’iDOéé
E;OQE?
+, 0141

X

5L..86

aSignificant at 57 level for descending order of above tests: 0.75)

&

7

730
2,236
.5556
2., Lol
.Lavo
.1655
071h
1.3035
.1622
.Lo3L
1.61L0
2,7L25



APPENDIX VIII

Rezression Analyses for Information Theorcetic Values of
Problom Task Processing by Seventh Grade Children in
Laboratory and Non~-laboratory Settings (Experiment Thirteen)
by Strengths of Dependence

Criterion (x):
(Dependence of Code ;v!;}P59393)

Information ileasurc(y) XYy byx ay
I. Total (¥=20 -roups)
H(x)-it (av.=L.0208 bits) -.1831 -3.1234  L.2060
Hy(y)-il (av,=1,982 bits) +.6573 +2,0500  1.8605
CODE (av.= 2,0389 bits)
REAL-il (av. = 2.,2066 bits) ~.6352 -, 7352 2.1873
% REAL-ML (av. = 36.60%) ~.6628 -, 6617 L0.52%
REAL=SS (av. = .982 bit) ~.5502 -1,2898 1,058l
NOISE-MY (av., = 3.7960 bits) +.6026 +3.LU57 3.5917
H(y)-1L (av. = L.1383 bits) ~. 461l ~2, 6457 L. 3L57
II. Group Sets (N= 10 groups) (Dependence o7 Code v.=.0270"3)
A. Anatomy Topic:
H(x)-" (av,=k.3087) ~. 7232 -6,8382 L.L933
H{y)-il (av,=1.9143) +,6L58 +3,1176 1,8302
REAL-MY (av.=2.5180) ~,B8597 ~11.000 2.8150
REAL-SS (av.=,9762) -,7225 -3,2794  1.06L7
H(y)-ML (av.=L.L331) ~.3568 ~7.5829  L.6L51
H(y)-ss (av.=5.2353) ~. 9421 ~10. 431 5.5672
Hy(x)-ML (av,=1,7905) +,7820 +3,1176  1.6790

(Dependence of Code Av,=,9916=3)

B. Sceds Tpde:
REAL-SS (av.=.9832 bit) ~.8L57 ~1,9325 1,1652

(Dependence of Codo ;v.g.OégéfB)

C. Laboratory:

H(x )~ (av.=L.0590) ~.6653 -3.7439  L.2933
coDi (av.=2.1107) ~.7523 ~5,0853 2,4290
REAL-SS (ave = ,9630) ~.6553 -1,1788 1.0367
H(y)-ss (av.=5,0220) -.08208 -4.9268  5.330L

(Dependence of CodgﬂAv.=.Q56©f?)

D. Non-laboratory:

Hy (y) =Mt (av,=2,0155) +,8137 +2,823L 1.8575
CODE (av.= 1,9671) -.6336 ~-5.8778 2.2962
REAL-M: (av,=2,1417) - 6299 © ~5,2765 2,427
No1sE-M)- (av,=3.8793) +,80L7 +5,051L 3.5965
H(y)-S8 (av.=L.98L5) ~-.6238 ~11, 2765

82
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APPENDIX IX

Regression .nalyses of Error Correction and
Information Measures, for Verbal Processing of
Science Object Interpretations, (Zxperiment Four)

Information Measures rxy ay byx X
H(X) By (X) -t
MONOGR.L +,8967 -2,7946 +2,0191 1,429
DIGRAM +4 9065 ~7.2091 +3,6106 2,239
TRIGRA +,9205% -1, 9800 +1,8025 3. 360
H(X):Hy (X)~SS
MONOGRAM +.9993 ~3.18L2 +3,0093 1.429
DIGRAM +4 9591 -6.L106 +34 3165 2,239
TRIGRAM +4 9807 -7.7103 +2,5629 3.360
Hy () +Hy (X )= ,
MONOGRAM +.9561 ~2.8LL +2,8218 1.3LL
DIGRAM +.953) ~3,0575 +2.0600 1.909
TRIGRAM +.8965 ~3.,1L52 +1,9006 2.221
COME: Hy(x)-u* N.S. :
MONOGRAM -.0309 +0, 9606 ~1.4990 .08L
TRIGRAM +.2335Ne8. + 6073 + ,9998 1,140
REAT s Hy (X ) -M-
MONOGRAM ~.9631 +1,6320  =1.4221 .L81
DIGRAM ~e9893 -2,594)  ~1,2606  1.36L
TRIGRAM ~ 19995« _o 505 - 6257 2,28}
TTM:Hy (X ) -1t
MONOGRAIM ~. 9716 +1,5L06 -1..4927 397
DIGRAM ~. 970 ~2,6285 -1.,6861 1.0L0
TRIGRAM ~.9353 ~2.8254  -1,5279  1.1h5
REAL :Hy (X)=8S
MONOGRAM ~e 9666 +1,5655 ~1,L502 »313
DIGRAM ~.9992 ~2.6765 -1,3581 1.223
TRIGRAM ~.9931 ~L.7798 -1.5771 2.159

Significance Yor 5% Ievel, N=L1,rxy of 0.602
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